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ABSTRACT 

IPMVP is an acronym for International Performance Measurement and 
Verification Protocol, used for calculating energy savings by taking some 

external factors into account to give an equal base for a linear comparison 

between two periods. However, determining the significant independent 
variable for routine adjustment causes inconvenient repeated action of 

regression analysis modeling, which leads to the exhaustive calculation and 

human error risk. These exasperating actions led to the creation of this project, 
which aims to provide a user-friendly, insightful, and accurate energy-saving 

calculation program tool. Thus, the main objective of this project is to develop 

an energy-saving computational tool for option C IPMVP using web-based 
data analytic tools to improve efficiency and accuracy in each project.  This 

paper used a web-based mathematical computation, Jupyter Notebook, to 

determine the significant independent variable for routine adjustment of the 
adjusted baseline. The program tool was validated using V-model software 

verification and validation methodology based on IEEE 1012 standards. The 

study can be concluded that the exhaustive calculation to determine the energy 
saving based on IPMVP standards can be significantly reduced with precision 

values at 50%, 80%, 90%, and 95% confidence levels using the proposed 

program which is equipped with insightful graphs and a user-friendly 
interface. 

Keywords: IPMVP; Energy Saving; Energy Avoidance; GUI; Jupyter 
Notebook 
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Introduction 

Measurement and Verification (M&V) of energy savings are important when 

new equipment investments or new operation management was made to adopt 
an energy efficiency operating plan [1]. It is the process of planning, 

measuring, collecting, and analysing data to verify and report the facility's 

energy savings resulting from the adoption of energy conservation measures 
(ECMs). The International Performance Measurement and Verification 

Protocol (IPMVP) was developed to measure and verify efficiency investment 

in energy efficiency engagement [2]. This protocol is owned by Efficiency 
Valuation Organization (EVO) as a result of a consensus approach. The 

IPMVP provides a complete framework to verify energy saving after making 

suitable adjustments for changes in condition [3]. With this proper framework, 
the process of M&V becomes more detailed and reliable.  

However, the exhaustive calculations have made the process of M&V 

become intricate which leads to human error as well as time-consuming [4]. 
The main disadvantage of the process is that no proper calculation tool was 

provided for easy application. There are several studies that suggest 

application tools using Graphic User Interfaces (GUI). For instance, the GUI-
based using Microsoft Visual Basic were introduced in [5]-[7] to calculate 

energy saving/avoidance for option A, B, and, C, respectively. The program 

successfully displayed the numerical results of energy saving. However, the 
selection of significant Independent Variables (IV) for routine adjustments was 

selected manually by modelling linear regression of IV separately. This 

program was not fully automatic and require improvement if more samples of 
independent variables were available to be tested.  

There were also papers that developed a software tool for regression 

analysis but not based on IPMVP. This paper created software tools called 
"FuReA" for linear regression analysis problem-solving algorithms. This 

software executed a variety of tasks, including optimal solution search with 

the required level of dependability, graphic depiction of modelling, etc. [8]. 
The article proposed the ERA software to resolve issues by providing a user-

friendly tool for computer-assisted regression analysis of kinetic experiments 

[9]. However, this software required subscription fees for a programmer to use. 
It is now well established from a variety of studies that the Jupyter 

Notebook becomes a powerful programming platform for data analysis and 

visualisation [10]. It supports a variety of tools such as graphics, algorithms, 
and proofs, and has become the tool of choice for data scientists [11]. 

Software testing and validation account for a significant portion of 

development costs. Validation determines if the proposed program tool fits the 
criteria, whereas verification determines the system's compatibility with the 

user's needs and expectations as recommended by the IEEE 1012 standard 

[12]. Klebar et al. [13] approved that V-model is one of the comprehensive 
testing tools in their development. The model validated their automotive OEM 
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embedded system. Software sequence verification activities allow reducing 
time for development since all unpredictable things can be detected in advance. 

A thorough process in verification flow helped in developing effective 

validation flow [14] especially to a visual analytic which involves a lot of data 
to be processed [15]. 

Therefore, this project aims to minimize the burden of exhaustive 

calculation of energy saving/avoidance that led to human error and time-
consuming. This paper proposed to develop an energy-saving/avoidance 

program tool for option C that comply with the IPMVP standard methodology 

using web-based data analytic tools within four independent variables in each 
project producing four linear regression models and statistical precision 

analysis. The proposed tool provides insightful data visualisation and accurate 

data analysis using linear regression models and statistical precision analysis. 
The remaining of the article is organized as follows. Section 2 presents a 

theoretical background of the IPVMP framework. Next, Section 3 describes 

the methodology for the proposed GUI-based and data analysis while Section 
4 presents the results and discussion. Finally, implications, contributions, and 

future recommendations are presented in the conclusion.   

 
 

Theoretical Background 
 
IPMVP framework 
IPMVP offers four types of options to determine energy-saving or energy 

avoidance namely options A, B, C, and D. Each option represents each type of 
situation, and it is impossible to generalise on the best IPMVP option. To 

measure overall energy saving in a facility, option C is the best option 

compared to options A and B which only measure retrofit isolation. Option C 
qualifies energy saving for the whole facility to determine saving usually after 

multiple ECM has been done to the building. Energy data and independent 

variables (IV) data must be recorded continuously throughout the length of the 
twelve-month baseline period and reporting period. Based on the IPMVP 

framework, there are three components that need to be prepared to calculate 

savings. The components are, adjusted baseline energy, reporting period 
energy, and non-routine adjustment (if any) which relies upon the following 

expression:  

 

Saving
= (𝐴djusted Baseline Energy − Reporting Period Energy)
± Non routine Adjustment of Baseline Energ𝑦  

(1) 

 

where, reporting period energy is data from the data collection after retrofit 
and adjusted baseline energy is data calculated by first developing a 
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mathematical model of linear regression which correlates the actual baseline 

energy data, 𝑌  with suitable independent data, 𝑥.  

Thus, in this case, multiple numbers of IV data must undergo linear 
regression analysis one by one to find the best correlation variables through 

the value of r-squared which equals or more than 0.75 [16]. Perhaps the most 

serious disadvantage of this step is the repetition of work which is prone to 

human error. Through this mathematical model, the value of conception, 𝑚 

and intercept, 𝐶 are used to form the adjusted baseline energy, 𝑌𝑎𝑑𝑗 by inserting 

the value of each reporting period IV, 𝑥′ into the model [17]. The mathematical 

expression for baseline energy, 𝑌 and adjusted baseline energy, 𝑌𝑎𝑑𝑗 are shown 

in Equations (2) and (3), respectively. 
 

Actual Baseline energy, 𝑌 = 𝑚𝑥 + 𝐶  (2) 

 
𝐴djusted Baseline energy, 𝑌𝑎𝑑𝑗 = 𝑚𝑥′ + 𝐶  (3) 

 

Next, since there is always uncertainty in any measurement, precision, 

and confidence level are used to quantify how true the value is within that 
margin [18]. The true value that falls within the range at a given confidence 

level is established as follows: 

 

Range = saving ± absolute or relative precision (4) 

 

Absolute precision is calculated by multiplying standard error, SE with 
the t from the t-table, and relative precision is divided by the saving estimation 

in percentage. 

 

Absolute precision =  𝑡 × 𝑆𝐸 (5) 

 

Relative precision =
 𝑡 × 𝑆𝐸

Savings
× 100% 

(6) 

 

where, SE is calculated using, 𝑛 sample size, 𝑝 number of regression variables 

in case it is multiple regression analysis, modelled baseline energy, 𝑌𝑖 and, 

actual baseline energy, 𝑌. The SE equation can be expressed as follows: 

 

𝑆𝐸 = √
∑(𝑌𝑖 − 𝑌)2

𝑛 − 𝑝 − 1
 

(7) 

 

The modelled baseline energy is calculated for each of the IV samples. 
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Modelled Baseline energy, 𝑌𝑖 = 𝑚𝑥 + 𝐶 (8) 

 

In this project, we developed the GUI-based data visualisation for 
option C as a pilot project to determine energy saving in a very efficient way. 
 

 

Methodology 
 

The development of this project was carried out based on a software 
verification and validation process as shown in Figure 1. In the verification 

process, requirement specification, overall design, detail design, program 

specification, and coding were carried out to produce an interactive energy-
saving calculation and data visualisation tool. Next, there are some processes 

were carried out in the validation process such as unit testing, integration 

testing, system testing, and user acceptance. 
 

 
 

Figure 1: Software verification and validation methodology using V-Model [13] 

 
Verification phase: developing energy-saving calculation and data 
visualisation tool 
In this project, the main contribution relies upon the simplest steps for the users 
to use the tool. As the IPMVP framework shows exhausting calculations and 

steps, therefore, an efficient, and accurate tool is much needed. Therefore, we 

developed a Graphic User Interface (GUI) for users to calculate and visualise 
all the data only with a few clicks. Figure 2 shows the flow chart for the 

requirement specifications and overall design. Based on the requirement 

specification, the overall design flow was designed to suit the requirement. The 
overall design shows every function for the next step to detail the program 

specification. 
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Figure 2: Flow chart of requirement specification and overall design 

 

Table 1 shows the detailed design and program specification to list 
down all the necessary components to develop a full code. Components such 

Directory list will display 
the list of files 

Function 1: File explorer and 
assignment 

START 

Browse a file? 

Open? 

File directory address will 
appear at the main frame 

Load? 

Raw data will appear at the 
main frame 

Analyse? 

Independent variable 
graphs and correlation 

coefficient function will be 
displayed 

Satisfy with the 

value? 

Display Saving + precision  

 

RETURN 

START 

Develop a main window 
includes information, frame, 

link button functions 

Function 2: Load file 

Function 3: Analyse data 
using linear regression 

analysis for all independent 
variables. 

Function 4: Calculate saving. 

RETURN 

No 

No 

No 

No 

Yes 

Yes 

Yes 

Yes 

No 

REQUIREMENT SPECIFICATION OVERALL DESIGN 

Yes 
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as package tools, window interface, analysis items, and visualisation items are 
listed in the detailed design, followed by code construction specifications 

which are defined in the program specifications. Lastly, the development of 

the program codes can be referred to as the pseudocodes in Table 2. 
 

Table 1: Detail design and program specification 

 

Detail design Program specifications 

Package Tools 
 

Import 

• Pandas 

• Matpotlib 

• Seaborn 

• NumPy 

• Scikit- learn 

• Tkinter 

Interface: 
1. Main Window 

2. File explorer window 

3. Load File window 
4. Linear Regression window 

5. Adjusted Baseline window 

6. Energy Avoidance window 

 

• Initialize Tkinter GUI 

• Setup link buttons for call 

functions 
 

 

Load data • Setup Dataset_path 

Analysis: 

1. Linear regression for 4 
independent variables 

2. R-squared 

3. Adjusted baseline Precision 
and confidence level 

 

• Construct scatter plot 

• Compute the coefficient(m), 

intercept(c), R-squared, 

standard error (SE)) reading. 

• Compute the precision based 

on confidence level 

Visualisation: 
1. Display the respective data 

2. Linear Regression plots 

3. Comparison between 
adjusted baseline with actual 

baseline 

4. Energy Avoidance result 

• Setup tree view widget for 

information display 

• Plot the linear regression 

• Plot the adjusted baseline 

• Print Linear regression line 

equation 

• Print Energy Avoidance 
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Table 2: Pseudocodes for the program codes development 
 

1 

2 

Program start 

Initialize Tkinter GUI: 
3 Frame for data display 

4 
5 

6 

7 

Buttons for link functions: 
  Button 1: Call Function1 – new window 

  Button 2: Call Function 2 – new window 

  Button 3: Call Function 3 – new window 
8 Tree view widgets for information display 
9 

10 
11 

Initialize Functions: 

  Function 1: File explorer and assign the chosen        
             file to label file Assign file location 

12 

13 

14 

  Function 2: Load file 

              Read data from csv file 

              Print the data in the frame 
15 

16 

17 
18 

19 
20 

21 

22 
23 
23 

24 
25 
26 

  Function 3: Analyze File 

              Construct Scatter plots (independent             

                variable1, 2, 3, 4) 
              Analyze the plots -- Linear Regression   

                Find out coefficient(m),   
                intercept(c), R squared, standard  

                error (SE))                                                                                     

              Repeat for all independent variables 
              Determine which m and c has highest R2.              
                Highest R2 = min (1 - R2),  

              Print scatter plots 
              Print all Linear regression equation 
                 and the highest R2 

27 
28 
29 

30 

              Initialize button 1: call Function 4 –    
                                   new window 
              Initialize button 2: close 

 

31 Function 4: Determine energy saving 
32 Extract independent  
33                             variable data that has   

34 high correlation to the 

35 dependent data referring 
36 to Function 3, R2 value. 

37 Calculate Adjusted  

38 baseline, y’ = mx + c,      
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39 

40 
41 

42 

43 
44 
45 

46 
47 
48 

49 

50 
51 

52 
53 

54 

55 
56 

                          Calculate Energy saving =    

                          (Adjusted baseline -       
                            Reporting baseline)                               

                          Calculate Absolute  

                            precision (kWh) 
                          Calculate Relative  
                            precision (%) 

                          Plot adjusted baseline and  
                            reporting baseline 
                          Print Adjusted baseline  

                            and reporting baseline  

                            graphs 
                          Print Energy saving and  

                            multiple precisions    
                            based on multiple  

                            confidence level (95%,  

                            90%, 80%, 50%) 
Program end 

 

Validation phase: testing with sample data 
In the validation phase, a set of datasets was prepared for program simulation 
to test the validity of the program tool.  

 

Sample dataset 
Prior to option C IPMVP, the usual baseline period is 12 months. Thus, the 

sample data for the Dependent Variable (DV) and IV can be considered as a 

full operating cycle before and after a retrofit. Table 3 shows the 
summarization of the type of data used for the validation of this project. 

 

Table 3: Variable names and types 
 

No. Variable Name of variable Comment 

1. Dependent 

variable 
Baseline energy 

Energy data before a 

retrofit 

2. Dependent 
variable 

Reporting period energy 
Energy data after a 
retrofit 

3. Independent 

variables 

Can be from multiple types of 

samples (eg: operating hours, 
number of working days, 

occupancy, weather, etc) 

Data before a retrofit. 

To be used for routine 
adjustment. 

 

4. Independent 
variables 

Can be from multiple types of 
samples (eg: operating hours, 

number of working days, 

occupancy, weather, etc) 

Data after a retrofit. 
The data types must be 

the same as before the 

retrofit. 
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Data pre-processing 
Once the sample data were collected, it was necessary to arrange the data in a 

specific format to allow the data to be saved in a table-structured format. In 

this project, CSV file type (*.csv) was used for an easier import to another 
storage database regardless of the specific software.  

The first row of the table content was allocated for the labels. The 

columns are filled with months, dependent variables (DV) of the actual 
baseline and reporting baseline, and independent variables (IV) before and 

after retrofitting. Next, it is important to make sure the sample size of each 

variable must be 12 by following the one-year period of one cycle trend. In 
this example, the data was uploaded from January to December for each 

variable as shown in Figure 3. 

 

 
 

Figure 3: Data on energy consumption and four independent variables format 

in a CSV file 
 

Significant independent variable 
All Independent Variables (IV) were simulated using linear regression analysis 
to determine which IV has the best correlation to the DV. The correlation can 

be determined through the value of the r-squared generated for each IV. The 

r-squared indicates the level of the variance proportion to the DV and the 
acceptable benchmark defined by statistical terms is equal to or above 0.75. 

Then, the best-correlated IV was selected for the next step to calculate savings. 

 
Routine adjustment 
Using information extracted from the regression line of the best-correlated IV 

such as conception, m, and intercept, C, a routine adjustment can be made to 
account for differences between the baseline period and reporting period’s 

condition. The routine adjustment is generated using Equation (3) and then was 

named adjusted baseline energy. 
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Energy saving precision  
Four confidence levels (95%, 90%, 80%, and 50%) were set to quantify how 

true the value is within that margin. The precision for each confidence level 

stated above was generated using Equations (5), (6), (7), and (8). 
 

Program tool validation 

The program tool validation process was carried out based on the verification 
and validation using V-model [13]. The components such as window interface, 

analysis, and visualisation must follow and fulfill the verification design as 

referred to in Figure 1. Furthermore, all numerical results in this program must 
be corrected. The checklist for validation is summarized in Table 4. 

 

Table 4: Validation checklist 
 

Item Unit testing 
Integration 

testing 

System 

testing 
User testing 

Interface:     

Main Window 

 
Every 

window must 

show all 
related 

features such 

as frames, 
buttons, and 

text 

The content 
displayed in 

the window 

interface 
must be true 

and same 

with 
calculations 

and plots 

The flow of process must 
follow the overall design 

flow 

File Explorer 
window 

Load file 

window 
Linear 

regression 

window 
Adjusted 

baseline 

window 

Load data  

CSV file Call for CSV file must be fulfilled 

Analysis  

Scatter Plot 
Every calculation is correct. Must 

compare with manual calculation. 

All components 

reflect the IPMVP 
standard 

R-squared 

Adjusted 

baseline 

Visualisation  

Data display 

Every plot, graphs and display are correct. Compare with 
manual calculation 

Graph 

comparison 

Energy 
avoidance 
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Results and Discussion 
 

The data visualisation using this proposed tool is displayed using only 4 click 

functions. For user experience, first, we will discuss the GUI-based data 
visualisation and followed by data analysis in the next sub-section.  

 

GUI based data visualisation 
An interface of the GUI is displayed as shown in Figure 4. Three buttons are 

located on the main window and the flow of instructions is written for users to 

apply. Firstly, the user will upload their CSV file by clicking the “Browse A 
File” button and a “Select A File” window will appear as shown in Figure 5. 

As this GUI is running with a data analytic application, it is convenient to use 

CSV files for exchanging data between different applications [19]. Thus, in the 
“Select A File” window, only CSV files are shown in the user directory list. 

Users can select a CSV file to be analysed by highlighting the intended file and 

then clicking open. 
 

 
 

Figure 4: Main window of the GUI 
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Figure 5: Window to browse and upload file 

 

To make sure the selected file is properly uploaded to the program; the 
location of the file is displayed in the “Open File” frame at the bottom part of 

the GUI as shown in Figure 6. Next, the data can be observed by clicking the 

“Load File” button and the whole data from the CSV file will appear in the 
“Excel Data” frame. Users can scroll right or left to see other columns. In this 

project, the data that has been used to simulate this program was a sample from 

Universiti Teknologi MARA for two consecutive years.   
The data on energy consumption were collected from the year 2018 and 

year 2019 and there were 4 IV were included in the data. Due to confidentiality 

reasons, all of these IVs were named independent 1, 2, 3, and 4, respectively. 
The dependent variable (DV) for this analysis was the Energy consumption 

data for 2018 (baseline energy consumption) and 2019 (reporting energy 

consumption). In the next sub-section, the data analysis of the data will be 
discussed in detail. 

 

Data analysis 
In this sub-section, data-driven energy analysis can be visualised using our 

proposed program. The correlation between multiple IVs can be obtained 

simultaneously with only one click on the “Analyse Now” button. This process 
reduces the risk of human error analysis and exhausting calculation steps. 

Information about the regression lines is depicted in the form of equations and 

r-squared for four IVs as shown in Figure 7. Furthermore, there are four graphs 
of linear regression lines are also shown in Figure 8 can be used as a fast 

method of visually depicting the relationship between the IV, x and the DV, 

Y.  
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Figure 6: The data displayed on the main window 

 

The information displayed in Figure 7 is not only important for the 
calculation of saving later on but also can be used to give some insights for 

proper actions for future energy saving measures (ESM) [20]. For instance, IV 

1 shows the lowest correlation with the r-squared=0.2982 which can be 
interpreted as a very low correlation and has no significant effect on future 

ESM [21]. On the other hand, the best correlation shown in this simulation was 

the IV 4 with the r-squared=0.4466. With this information, users can choose 
whether they want to proceed with the calculation of energy saving or to close 

the program as the best correlation was not satisfied as it should be, which is, 

r-squared must be equal to or above 0.75. In some cases, the limitation of data 
collection makes the energy practitioners use the best data that they have [22]. 

Therefore, in this simulation, we proceeded to generate the value of energy-

saving using IV 4 for validation purposes even though the sample data is 
inadequate. 
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Figure 7: The display of regression lines equations and r-squared of the 

graphs 

 
To obtain the energy avoidance/saving calculation, users can click the 

“energy avoidance” button and two windows will appear for the adjusted 

baseline graphs and energy-saving value with the relative precision according 
to the range of confidence levels as shown in Figure 9 and Figure 10, 

respectively. Referring to the graph in Figure 9, we can observe the trend of 

the one-year consumption for future actions as well as identify abnormal 
energy consumption [23]. The fluctuation of the lines was related to some 

events conducted within that year [24]. For instance, semester breaks were 

reported to be from the end of December to January 2019 and from the end of 
July to August for the reporting period. Hence, the low consumption during 

that time of the year. This graph can give some insights to the management for 

further investigation and evaluation of management and planning. 
 

 
 

Figure 9: The comparison between the adjusted energy and actual energy 
consumption in 2019 

Semester 

break 

Semester 

break 
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Figure 8: The graph of linear regression generated from the four independent variables
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Figure 10: The total of energy avoided with precision value 

 

Manual calculation 
The numerical results in this program such as adjusted baseline, total energy 

avoidance, and precision analysis were compared with manual calculation as 

shown in Table 5, Table 6, and Equations (13), (15), (17), and (19). Lastly, the 
validation check of this program tool is summarized in Table 7. All items listed 

in Table 7 are successfully fulfilled.  

 
Table 5: Manual calculation of adjusted baseline and energy avoided 

 

Actual energy data Adjusted baseline data 
Energy 

savings 

2019 
Energy 

2019 

Actual 
staff 

presence 
2019 

Factors Adjusted 
energy 

baseline 
(kWh) 

Energy 
saving 

avoidance 
(kWh) 

Sensitivity Constant 

43.2451x 1086878.45 

Jan 3966405 97705 4225262.496 1086878.45 5312.136475 1345.731 

Feb 5967247 82710 3576802.221 1086878.45 4663.676887 -1303.570 

Mar 6108354 102754 4443607.005 1086878.45 5530.480754 -577.873 

Apr 5434476 102811 4446071.976 1086878.45 5532.945722 98.470 

May 4620803 98011 4238495.496 1086878.45 5325.369462 704.566 

Jun 5139372 87318 3776075.642 1086878.45 4862.950097 -276.422 

Jul 4399953 103863 4491565.821 1086878.45 5578.439519 1178.487 

Aug 3966405 97705 4225262.496 1086878.45 5312.136475 1345.731 

Sep 5967247 82710 3576802.221 1086878.45 4663.676887 -1303.570 

Oct 6108354 102754 4443607.005 1086878.45 5530.480754 -577.873 

Nov 5434476 102811 4446071.976 1086878.45 5532.945722 98.470 

Dec 4620803 88411 3823342.536 1086878.45 4910.216941 289.414 
 Total     1021.56 
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Table 6: Manual calculation of standard error 
 

Month 
Independent 

variable 
Consumption, 𝑌 Modelled, 𝑌𝑖  (𝑌𝑖 − 𝑌)2 

Jan 94731 4850022 5183543 111236344156 

Feb 65655 3838044 3926006 7737336314 

Mar 99774 5578406 5401653 31241665430 

Apr 90570 5959856 5003580 914464017682 

May 90202 5021398 4987664 1137990852 

Jun 88586 4444060 4917772 224402945253 

Jul 100099 4863940 5415709 304449172821 

Aug 93873 4395962 5146435 563209168379 

Sept 86831 4964390 4841868 15011608628 

Oct 105362 6013058 5643334 136695924910 

Nov 89591 5231026 4961238 72785494799 

Dec 89180 5212102 4943462 72167245434 

Total 2454538914659 

 

SE(monthly) = √
∑(𝑌𝑖 − 𝑌)2

𝑛 − 𝑝 − 1
= √

2454538914659

12 − 1 − 1

= 495433 

(9) 

 

SE(annually) = √12  × 495433 = 1716230 (10) 

 

Absolute precision = 𝑡 × 𝑆𝐸(𝑎𝑛𝑛𝑢𝑎𝑙𝑙𝑦) (11) 

                 

For confidence level 95%, DF=10, t=2.23, 
 

Absolute precision = 2.23 × 𝑆𝐸(𝑎𝑛𝑛𝑢𝑎𝑙𝑙𝑦)      

= 3827194 

(12) 

  

Relative precision =
3827194

1021.56 × 103
× 100%

= 374.5% 

(13) 

 
For confidence level 90%, DF=10, t=1.81, 

     
Absolute precision = 1.81 × 𝑆𝐸(𝑎𝑛𝑛𝑢𝑎𝑙𝑙𝑦)

= 3106376.3 

(14) 
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Relative precision =
3106376.3

1021.56 × 103
× 100%

= 304.0% 

(15) 

 

For confidence level 80%, DF=10, t=1.37,  
 

Absolute precision = 1.37 × 𝑆𝐸(𝑎𝑛𝑛𝑢𝑎𝑙𝑙𝑦)

= 2351236 

(16) 

 

Relative precision =
2351236

1021.56 × 103
× 100%

= 230.1% 

(17) 

 

For confidence level 50%, DF=10, t=0.7,  

 

Absolute precision = 0.7 × 𝑆𝐸(𝑎𝑛𝑛𝑢𝑎𝑙𝑙𝑦)

= 1201361 

(18) 

 

Relative precision =
1201361

1021.56 × 103
× 100%

= 117.6% 

(19) 

 

Table 7: Validation checklist 
 

Item 
Unit 

testing 

Integration 

testing 

System 

testing 

User 

testing 

Interface:     

Main Window √ √ √ √ 

File Explorer window √ √ √ √ 
Load file window √ √ √ √ 

Linear regression window √ √ √ √ 

Adjusted baseline window √ √ √ √ 

Load data  

CSV file √ √ √ √ 

Analysis  

Scatter Plot √ √ √ √ 
R-squared √ √ √ √ 

Adjusted baseline √ √ √ √ 

Visualisation  

Data display √ √ √ √ 

Graph comparison √ √ √ √ 
Energy avoidance √ √ √ √ 
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Conclusion 
 

This project was undertaken to design a program of GUI-based data 

visualisation in determining the significant independent variables (IV) and 
energy-saving calculation that is compliant with option C IPMVP. This work 

contributes to existing knowledge of option C IPMVP by providing an efficient 

program tool for the energy practitioner to obtain insightful data visualisation 
and accurate results using web-based mathematical computation. This 

program also helps to avoid human error risk and is very easy to operate. The 

program was validated based on software verification and validation 
methodology using the V-model of IEEE 1012 standard. 
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Appendices 
 

Table A1: t-table (IPMVP, vol. 1, 2012) [2] 
 

DF 
Confidence Level 

DF 
Confidence Level 

95% 90% 80% 50% 95% 90% 80% 50% 
1 12.71 6.31 3.08 1.00 16 2.12 1.75 1.34 0.69 
2 4.30 2.92 1.89 0.82 17 2.11 1.74 1.33 0.69 
3 3.18 2.35 1.64 0.76 18 2.10 1.73 1.33 0.69 
4 2.78 2.13 1.53 0.74 19 2.09 1.73 1.33 0.69 

5 2.57 2.02 1.48 0.73 21 2.08 1.72 1.32 0.69 
6 2.45 1.94 1.44 0.72 23 2.07 1.71 1.32 0.69 
7 2.36 1.89 1.41 0.71 25 2.06 1.71 1.32 0.68 

8 2.31 1.86 1.40 0.71 27 2.05 1.70 1.31 0.68 
9 2.26 1.83 1.38 0.70 31 2.04 1.70 1.31 0.68 
10 2.23 1.81 1.37 0.70 35 2.03 1.69 1.31 0.68 
11 2.20 1.80 1.36 0.70 41 2.02 1.68 1.30 0.68 

12 2.18 1.78 1.36 0.70 49 2.01 1.68 1.30 0.68 
13 2.16 1.77 1.35 0.69 60 2.00 1.67 1.30 0.68 
14 2.14 1.76 1.35 0.69 120 1.98 1.66 1.29 0.68 
15 2.13 1.75 1.34 0.69 ∞ 1.96 1.64 1.28 0.67 

 

 



Journal of Mechanical Engineering Vol 20(3), 25-48, 2023

Received for review: 2022-06-01 

Accepted for publication: 2023-05-09 

Published: 2023-09-15

___________________ 

ISSN 1823-5514, eISSN 2550-164X 

© 2023 College of Engineering, 

Universiti Teknologi MARA (UiTM), Malaysia   

https://doi.org/10.24191/jmeche.v20i3.23899

Optimization of Machining 
Parameters in Turning for Different 

Hardness using Multi-Objective 
Genetic Algorithm 

 Mimi Muzlina Mukri, Nor Atiqah Zolpakar*  

Faculty of Mechanical and Automotive Engineering Technology, 
Universiti Malaysia Pahang, 25200 Pekan, Pahang, MALAYSIA 

*noratiqahz@ump.edu.my 

Sunil Pathak 

HiLASE  Center,  Institute  of  Physics, Czech  Academy  of Sciences, 
Za Radnici 828, 25241 Dolni Brezany, CZECH REPUBLIC 

ABSTRACT 

Surface finish and temperature rise are the crucial machining outcomes 
since it determines the quality of the machining and the tool life. During 

machining operations, choosing optimal machining parameters is critical 

since it affects the machining outcome. In this work, Multi-Objective Genetic 
Algorithm (MOGA) optimization is used to find the combination of 

machining parameters at different levels of hardness of 20, 36, and 43 to 

obtain minimum surface roughness and minimum cutting temperature in 
turning operation. Cutting depth, cutting speed, and feed rate are the 

machining variables that are used in the process of optimization. From the 

results, it shows that the minimum temperature rise is 243.333 ℃ with a 
surface roughness of 1.975 µm during machining of 20 hardness. It also 

observed that the hardness of the material significantly affects the surface 

roughness and temperature rise. The outcome shows that as the hardness of 
the material is increasing the temperature is increasing while the surface 

roughness is decreasing. This research also revealed that using a MOGA to 

optimize multi-objective replies produces positive outcomes. 

Keywords: Optimization; Machining Parameters; Genetic Algorithm; 

Turning 
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Introduction 

Turning is the process of eliminating metal from the external diameter of a 

revolving cylindrical workpiece by lowering the workpiece's diameter to a 
predetermined size while achieving a smooth metal surface [1]. This 

machining method is one of the most critical in creating components for a 

wide range of applications, including prototypes like custom-designed shafts 
and fasteners that are utilised in small quantities [2].  It is critical to choose 

cutting parameters for turning operations in order to obtain excellent cutting 

performance [3]. During machining, the cutting zone temperature is 
extremely high, and the chip absorbs the majority of the heat generated by 

the cutting operation. Tool wear, tool life, and surface quality all suffer as a 

result of high temperatures [4]-[5]. This statement is supported by Pimenov 
et al. [6] recent study is focused on cutting tool wear, cutting force 

determination, surface roughness fluctuations, and other machining 

reactions. Variations in these machining reactions cause significant changes 
in dimensional accuracy and productivity [7]. For every machining 

operation, high cutting temperatures and their associated detrimental 

consequences are a major problem. This must be controlled in order to 
enhance machined product quality, reduce machining costs, and increase 

production rates [8]. According to Halim et al. [9], excessive heat would 

develop in the cutting zone, raising the cutting temperature. As a result of 
this circumstance, cutting force and tool wear rates increased rapidly, and 

the surface quality deteriorated [9]. So, the optimization of this process is 

required to improve the efficiency of the process. 
As stated by Bhuiyan et al. [10], many academics have been focused 

on optimizing process parameters in machining by devising an analytical 

technique for determining the ideal cutting speed in a single stage turning 
process since 1950. Generally, optimization methods can be classified into 

two which are conventional methods and non-conventional methods. 

Traditional approaches such as ANOVA, the Taguchi method, and others 
start with an estimation and converge towards the optimal solution with each 

iteration. This convergence is determined by the starting approximation 

used. Although traditional approaches are claimed to be effective in 
addressing one type of machining optimization issue, they may not be 

effective in tackling another [11]. There are still a few researchers using this 

technique in their studies. The Taguchi method was used by Akkus and 
Yakka [12] to determine the best value of surface roughness and the most 

effective parameters that contribute to surface roughness. According to the 

findings, among the three factors involved, cutting speed, feed rate, and 
cutting depth, the feed rate is the most important element that leads to surface 

roughness [12]. Using the Taguchi and ANOVA methodologies, Krishna et 

al. [13] and Palaniappan et al. [14] conducted research that highlighted the 
optimisation of turning process parameters to achieve excellent surface 
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quality. According to the findings, both researchers agree, the feed rate is the 
significant parameter that will affect surface roughness.  

In recent years, engineering optimization problems have seen an 

increase in popularity for non-traditional optimization techniques including 
Genetic Algorithms (GA), Simulated Annealing (SA), Artificial Neural 

Networks (ANN), and many more approaches. These algorithms have been 

discovered to be promising search and optimization techniques for 
complicated optimization issues. The same approach hired by Shah et al. 

[15], Manav and Chinchanikar [16], Durga et al. [17], and Narayan et al. 

[18] which is a multi-objective genetic algorithm (MOGA), to optimize 
machining settings such as that response variables including cutting force, 

temperature, material removal rate and surface roughness were optimized to 

their ideal range. The factors that affect each response variable are cutting 
speed, feed rate, and depth of cut. 

To observe the effectiveness of conventional with non-conventional 

optimization, a lot of researchers mixed conventional and non-conventional 
methods in their study to optimize the machining parameters in turning 

operations. Kumar et al. [19] and Butola et al. [20] used the same Taguchi, 

ANOVA, and GA methodologies to optimize machining settings in order to 
get the finest Material Removal Rate (MRR), surface roughness, and 

temperature values. Taguchi and ANOVA are utilized to discover key 

values. ANOVA and GA are used to optimize process parameters and are 
agreed upon by both researchers. Mia and Dhar [21] provide work on the 

development of mathematical by using Response Surface Methodology 

(RSM), fuzzy inference system (FIS) to formulate the predictive model and 
simulated annealing (SA) in order to formulate the optimization model for 

the average surface roughness parameter in turning. The model is solved 

using GA, and the ideal start time for non-critical processes as well as the 
ideal duration for each process are determined [22]. Chabbi et al. [23] 

investigated the influence of cutting parameters on surface roughness, 

cutting force, cutting power, and productivity during turning using three 
optimisation techniques: RSM, Artificial Neural Network (ANN), and 

Desirability Function (DC). Bolivar et al. [24] employed an ANN and a GA 

to create a system that optimizes cutting insert selection and cutting 
parameters throughout the turning process (GA). This previous research 

showed that GA has a good reputation in searching optimize solutions not 

just single objective but multi-objective problems [7]. 
According to the background literature, a substantial study has been 

done on the relationship between the turning process and surface roughness.  

However, there have only been a few attempts to optimise the temperature 
rise during the turning process, despite the fact that this is one of the crucial 

factors that can affect both the surface roughness and tool life. The purpose 

of this study is to determine how cutting speed, feed rate, and depth of cut 
affect temperature increase and surface roughness when the material 
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hardness has been changed, given the relevance of temperature rise and 
surface roughness in the turning process. 

 

 

Optimization using Multi-Objective Genetic Algorithm 
(MOGA) 
 

For parametric optimization, the genetic algorithm has proved to be one of 
the most common multi-objective optimization strategies. Given that it 

works with a population of potential solutions, a genetic algorithm can be 

used to solve multi-objective optimisation problems and find many solutions 
simultaneously [25]. This function was used as the objective function in the 

MOGA Toolbox of MATLAB 2018b. For the optimization of surface 
roughness and the minimizing of temperature rise in turning, the objective 

function values are determined accordingly.  
In this study, the optimization was conducted to obtain minimum 

temperature rise and also smaller surface roughness during the turning 

process. To generate minimum surface roughness, the machining setup 

needs to be set to high speed, and this will course a temperature rise at the 
tool and also the workpiece. Because these two goals are incompatible, 

MOGA optimization is utilized to discover the feed rate, depth of cut, and 

cutting speed combination that creates the best surface roughness and 
temperature rise throughout the machining process. The objective functions 

for this work can be represented as follow: 

 

𝑓1 = 𝑀𝑖𝑛 𝑇 (𝑓, 𝑑, 𝑣) 

 

𝑓2 = 𝑀𝑖𝑛 𝑅𝑎 (𝑓, 𝑑, 𝑣) 

 
The objective function used to represent temperature rise and surface 

roughness for the turning process is based on work by Tanikic [26] using 

RSM modelling. Equations (1) and (2) represent the objective function for 
temperature rise and surface roughness that has been used in this 

optimization [26]. 

 

𝑇 =  −96.769 +  6.665. 𝐻𝑅𝐶 +  1.659. 𝑉  
+ 247.165. 𝑓 +  113.067. 𝑎 

(1) 

 

𝑅𝑎 =  4.365 –  0.0501. 𝐻𝑅𝐶 –  0.0156. 𝑉 

+ 9.007. 𝑓 +  0.225. 𝑎 

(2) 

 

While HRC is the hardness of materials, V is cutting speed, f is feed rate and 
a is depth of cut. 
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The algorithm is initiated by generating a randomly initial population. 
The initial population is made up of several factors that must be optimized, 

such as depth of cut, cutting speed, and feed rate in this example. The random 

number was chosen based on the lower and upper limits for each variable. 
The workpiece material was steel, AISI designation 4140, with dimensions 

45 x 250 m. The cutting tool used and assembled of two parts is adopted: 

cutting tool holder PCLNR 32 25 P12, cutting tool insert CNMG 12 04 08 
(grade 235). The lower and upper bounds for the variable parameters are 

listed below: 

80 ≤ cutting speed, v ≤ 140 
0.071 ≤ feed rate, f ≤ 0.321 

0.5 ≤ depth of cut, a ≤ 2.0 

These values were chosen based on the common setup used in the 
turning operation as reported by [25]. After a randomly initial population 

was created, then the real numbers of parameters transform into a sequence 

of a number of binary codes that know as a string. The string consists of 
chromosomes that indicate possible solutions. The independent variables are 

coded by a set of genes on the chromosome. The number of bits in the string 

equals the length of the chromosome, L. Each answer is offered by the L-bit 
binary code of chromosome, C. There are 2L -1 viable solutions for choosing. 

The optimization process began with the creation of a chromosome 

containing the parameters that needed to be tweaked. The following is a 
generic representation:  

 

Ck = [Xk1, Xk2…Xkn]                                              
 

𝐶𝑘 =  [|110 … 00||101 … 1||001 … 11|] 
 

 

where X1, X2, and X3 are the depth of cut, cutting speed, and feed rate 
respectively. The first generation of the population is then formed, complete 

with fitness function values. The next stage is to assess each chromosome in 

the population to see how it will be used in the second generation. There are 
numerous techniques for selecting chromosomes to be passed down to the 

next generation, but the operator utilized in this work is a tournament.  

The tournament selection technique is carried out by putting selection 
pressure on the participants by holding a tournament with s contestants. In a 

tournament, for example, there are s=6 competitors. Six solutions will 

compete in a tournament, with the winner advancing to the mating pool. As 
demonstrated in Figure 1, each solution managed to participate in precisely 

two tournaments since the event was run in a methodical manner. The 

number of populations in the selection operator remains the same, but the 
new population has two better copies. The tournament winner, who has 

X1 

 
X2 X3 
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greater average fitness than the general population, is included in the mating 
pool.  

 

 
 

Figure 1: Tournament selection process with 6 contestants 
 

The chromosome will go through a crossover phase after the selection 

operator. Since the reproduction phase would either replicate a good solution 
or eradicate the poor solution, no new solution is formed in the population 

during this phase. The crossover and mutation operators are used to generate 

a new solution. To create a new solution or offspring, the crossover operator 
selects two solutions (parents) from the mating pool and switches certain 

string segments between the two solutions at random positions on the string.  
One drawback of the crossover operator is that not all of the newly 

produced children are better than their parents. Regardless of whether the 

new offspring is better or worse, other cross-sites or two other strings are 
picked for the crossing. While the offspring product of the crossover may 

not create better results than either parent solution, it is apparent that the 

probability of creating better solutions is higher than with random selection. 
This is due to reproduction, the operator before the crossing, being active. 

The representations of the string are probably going to have some 

advantageous bit combinations if the solution makes it through the 
tournament reproduction phase. Despite the fact that the crossover produces 

a poor solution, the bad solutions are removed during the subsequent 

reproduction step, leading to the conclusion that bad solutions have a brief 
life cycle. There is a chance you will receive a horrible solution, but there is 

also a chance you will get a good one. Because the offspring outperforms 

their parents, more reproductions are predicted in successive reproduction 
operations, and these solutions are more likely to survive until the following 

generation's crossover operator. As a result, as the number of iterations 

increases, so does the number of solutions in the population with comparable 
chromosomes. 

The algorithm will next go on to the mutation operator, which alters 

a string locally in order to build a better string. For each bit, the bit-wise 
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mutation process needs the creation of a random integer. The solution in the 
population is then evaluated to decide whether to stop the algorithm or 

generate a new generation. This procedure is continual until the termination 

condition is reached. The flowchart of MOGA can be summarized in Figure 
2. The operator setup that is used in the MOGA is listed in Table 1. 

 

 
 

Figure 2: A flowchart of working principle of genetic algorithm 
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Table 1: Operators for MOGA 
 

Parameters Setting values 

Population size, N 50 
Generation 300 
Selection function Tournament 
Crossover probability, Pc 0.8 
Crossover function Intermediate 

Mutation function Constraint dependent 

 

 

Results and Discussion 
 

Figures 3, 4, and 5 show the Pareto-optimal solutions for various hardness. 

The Pareto front for temperature increase and surface roughness for hardness 
20 HRC is shown in Figure 3. Based on Figure 3, the Pareto front consists 

of 18 pareto-optimal solutions, and the algorithm converged at 140 

generations. When the cutting parameters are 80 m/min, 0.071 mm/rev, and 
0.5 mm for cutting speed, feed rate, and depth of cut, the lowest temperature 

rise achievable in this method is 243.333 °C. Meanwhile, the smallest 

surface roughness observed is 1.975 µm. The other solutions obtained in the 
Pareto front are listed in Table 2.  

 

 
 

Figure 3: Pareto optimal front for hardness 20 HRC 

 

Figure 4 shows the Pareto front for the temperature and surface 
roughness for the hardness 36 HRC. The Pareto front has 18 Pareto-optimal 

solutions, according to Figure 4, and the algorithm converged at generation 

506. The lowest temperature rise achieved in this method is 363.071 °C when 
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the cutting parameters are 85.023 m/min, 0.084 mm/rev, and 0.504 mm for 
cutting speed, feed rate, and depth of cut, respectively. In the meanwhile, the 

least surface roughness found is 1.246 μm. Table 3 lists the alternative Pareto 

front solutions. 
 

Table 2: Pareto optimal solutions for hardness 20 HRC 

 

No 
Cutting 
speed 

(m/min) 

Feed rate 
(mm/rev) 

Depth of cut 
(mm) 

Temperature 
(°C) 

Surface 
roughness 

(µm) 
1 80.000 0.071 0.500 243.333 2.867 
2 137.579 0.072 0.506 339.731 1.975 

3 135.026 0.071 0.506 335.284 2.011 
4 137.579 0.072 0.506 339.731 1.975 
5 132.284 0.071 0.502 330.356 2.055 
6 99.853 0.073 0.513 278.244 2.577 

7 128.646 0.071 0.509 325.175 2.113 
8 80.000 0.071 0.500 243.333 2.867 
9 114.039 0.072 0.507 301.002 2.351 

10 106.522 0.072 0.507 288.388 2.463 

11 126.224 0.072 0.510 321.286 2.153 
12 124.417 0.072 0.509 318.181 2.183 
13 120.469 0.071 0.502 310.647 2.236 

14 103.947 0.072 0.504 283.728 2.501 
15 117.226 0.072 0.502 305.565 2.294 
16 91.631 0.072 0.505 263.391 2.692 
17 111.625 0.072 0.509 296.957 2.381 

18 89.028 0.072 0.505 259.079 2.734 

 

 
 

Figure 4: Pareto optimal front for hardness 36 HRC 
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Table 3: Pareto optimal solutions for hardness 36 HRC 
 

No 
Cutting 

speed 

(mm/min) 

Feed rate 

(mm/rev) 

Depth of 

cut 

(mm) 

Temperature 

(°C) 

Surface 

roughness 

(µm) 
1 139.969 0.084 0.504 453.044 1.246 
2 85.203 0.084 0.511 363.071 2.103 
3 85.203 0.084 0.511 363.071 2.103 

4 139.969 0.084 0.504 453.044 1.246 
5 121.978 0.084 0.512 424.234 1.530 
6 87.562 0.084 0.528 368.906 2.072 
7 119.992 0.084 0.504 419.944 1.557 

8 101.709 0.084 0.510 390.348 1.845 
9 132.502 0.084 0.523 442.870 1.367 

10 92.786 0.084 0.515 376.053 1.987 
11 95.957 0.084 0.510 380.794 1.934 

12 108.978 0.084 0.523 403.830 1.735 
13 98.451 0.084 0.511 385.112 1.898 
14 113.793 0.084 0.510 410.304 1.656 

15 102.682 0.084 0.515 392.516 1.831 
16 124.773 0.084 0.504 427.911 1.483 
17 111.288 0.084 0.511 406.308 1.695 
18 135.219 0.084 0.515 446.555 1.326 

 

The Pareto front for temperature and surface roughness for hardness 
43 HRC is shown in Figure 5. As shown in Figure 5, the Pareto front consists 

of 18 pareto-optimal solutions and converged at generation 332. When the 

cutting parameters are 80.133 m/min, 0.073 mm/rev, and 0.501 mm for 
cutting speed, feed rate, and depth of cut, the lowest temperature rise 

achievable using this method is 397.393 °C. Meanwhile, the least surface 

roughness determined is 0.781 µm, and Table 4 provides the Pareto front 
solutions. 

Because the performance measurements are inherently contradictory, 

the surface quality degrades as the temperature rises, and the same pattern of 
performance measures can be seen in the solutions produced for all hardness, 

as illustrated in Figures 3, 4, and 5 [27]. It also observed that as the hardness 

of the workpiece is increasing, the temperature rise obtained is increasing 
but the surface roughness is decreasing. Because none of the Pareto optimum 

set's solutions is superior to the others, each of them is a viable option. The 

process engineer's requirements determine if one solution is better than the 
other. It should be highlighted that all of the solutions are equally good, and 

depending on the manufacturer's requirements, any set of input parameters 

can be used to get the matching response values. 
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The creation of the Pareto-optimal front, which comprises the final 
set of solutions, is seen in Figures 3, 4, and 5. The continuous nature of the 

optimization issue addressed determines the form of the Pareto optimum 

front. The findings in Tables 2, 3, and 4 indicate that the whole range of input 
parameters is mirrored in 18 Pareto-optimal solutions, with no bias towards 

the higher or lower side of the parameters. Because the performance 

measurements are inherently contradictory, the surface quality degrades as 
the temperature rises, and the same pattern of performance measures is found 

in the solutions derived for all hardness. As none of the Pareto optimum set's 

solutions is superior to the others, each of them is a feasible option. The 
process engineer needs to determine which solution to select. It should be 

emphasized that all of the solutions are equally effective, and depending on 

the manufacturer's criteria, any set of input parameters can be used to 
produce the associated response values. 

 

 
 

Figure 5: Pareto optimal front for hardness 43 HRC 

 

Effect of cutting speed on the temperature rise and surface 
roughness 
Figure 6 and Table 5 show the interaction effect between cutting speed (V) 

and temperature (T) for every hardness. Cutting speed has a considerable 
impact on temperature rise, as seen in Figure 6. In general, the temperature 

increase as the cutting speed increase. When the cutting speed is 80 mm/min, 

the temperature is 243.333 °C, and the temperature increase to 339.731 °C 
when the cutting speed is 137.579 m/min for hardness 20 HRC. For hardness 

36 HRC, the lowest temperature is 363.071 °C for the cutting speed of 

85.203 m/min while the highest temperature is 453.044 °C for the cutting 
speed of 139.969 mm/min. For hardness 43 HRC, the value of cutting speed 

is 80.133 m/min, the temperature is 397.393 °C. These results are tallying 



Mukri et al. 

 

36 

with the theory of machining. All of the energy lost during the cutting 
process as a result of plastic deformation is converted to heat, raising the 

temperature in the cutting zone. Heat generation is inextricably tied to plastic 

deformation and friction. As the cutting speed rises, friction increases, 
resulting in a rise in cutting zone temperature [28]. 

 

Table 4: Pareto optimal solutions for hardness 43 HRC 
 

No 
Cutting 

speed 

(mm/min) 

Feed rate 

(mm/rev) 

Depth of 

cut 

(mm) 

Temperature 

(°C) 

Surface 

roughness 

(µm) 
1 124.587 0.072 0.503 471.252 1.032 
2 101.724 0.072 0.500 432.880 1.382 
3 109.526 0.072 0.501 445.942 1.263 

4 92.886 0.073 0.502 418.628 1.530 
5 130.332 0.072 0.508 481.346 0.941 
6 128.589 0.072 0.500 477.461 0.964 
7 115.327 0.073 0.503 455.988 1.180 

8 106.088 0.071 0.500 439.985 1.310 
9 137.684 0.074 0.502 493.335 0.843 

10 135.799 0.074 0.501 489.958 0.868 
11 85.418 0.073 0.502 406.282 1.648 

12 133.469 0.073 0.502 486.159 0.902 
13 122.544 0.071 0.501 467.345 1.054 
14 82.278 0.073 0.502 401.140 1.697 
15 112.513 0.072 0.500 450.810 1.215 

16 97.936 0.073 0.506 427.472 1.452 
17 80.133 0.073 0.501 397.393 1.728 
18 139.943 0.071 0.500 496.126 0.781 

 

Table 5: Optimize process predicted by GA 
 

Hardness 20 HRC Hardness 36 HRC Hardness 43 HRC 
V (m/min) 

(mm/min) 

T (°C) 

(ºC) 

V (m/min) 

(mm/min) 

T (°C) 

(ºC) 

V (m/min) 

(mm/min) 

T (°C) 

(ºC) 80.000 243.333 85.203 363.071 80.133 397.39
3 89.028 259.079 87.562 368.906 82.278 401.14
0 106.522 288.388 111.288 406.308 109.526 445.94

2 111.625 296.957 113.793 410.304 112.513 450.81

0 135.026 335.284 132.502 442.870 137.684 493.33

5 137.579 339.731 139.969 453.044 139.943 496.12
6  

The results of the interaction between cutting speed (V) and surface 

roughness (SR) are shown in Figure 7 and Table 6. It is obvious that raising 
the cutting speed reduces surface roughness. This can be proven through 
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hardness 20 HRC, the surface roughness is 2.867 µm when the cutting speed 
is 80 m/min and the value of roughness decrease to 1.975 µm when the 

cutting speed value is 137.579 m/min. This phenomenon occurs for hardness 

36 HRC, when the cutting speed value is 85.203 m/min, the surface 
roughness is 2.103 µm. However, when the value of cutting speed is 139.969 

m/min, the value of surface roughness becomes 1.246 µm. The situation also 

happened for hardness 43 HRC, the value of cutting speed is 80.133 m/min, 
and the surface roughness value is 2.103 µm. Meanwhile, when the cutting 

speed value is 139.943 m/min, the value of surface roughness is 0.781 µm. 

This characteristic is related to the smaller built-up edge size at higher speeds 
when the built-up edge's impact becomes minimal. Furthermore, when the 

cutting speed increases, the cutting process becomes steadier, and vibration 

while cutting at the greatest speed is reduced. The result of the study is 
consistent with the study made by Anil et al. [29]. 

 

 
 

Figure 6: Interaction effect between cutting speed and temperature 

 
Table 6: Optimize process by GA 

 

Hardness 20 Hardness 36 Hardness 43 
V (m/min) SR (µm) V (m/min) SR (µm) V (m/min) SR (µm) 

80.000 2.867 85.203 2.103 80.133 1.728 
89.028 2.734 87.562 2.072 82.278 1.697 

106.522 2.463 111.288 1.695 109.526 1.263 
111.625 2.381 113.793 1.656 112.513 1.215 
135.026 2.011 132.502 1.367 137.684 0.843 

137.579 1.975 139.969 1.246 139.943 0.781 
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Figure 7: Interaction effect between cutting speed and surface roughness 

 

Effect of feed rate on the temperature rise and surface 
roughness 
Figure 8 depicts the interaction effect between feed rate and temperature for 

hardness 20 HRC, 36 HRC, and 43 HRC. According to Table 7, increasing 
the feed rate (f) will correspondingly raise the temperature (T) during 

machining. The lowest temperature is 243.333 °C when the feed rate is 0.071 

mm/rev. After that, the maximum temperature is 339. 731°C, when the value 
of the feed rate is 0.072 mm/rev for the hardness 20 HRC. For hardness 36 

HRC, the temperature is between 363.071 °C to 453.044 °C even though the 

feed rate is static at the value 0.084 mm/rev. When the hardness increases to 
43 HRC, there are little variations in terms of the value of feed rate. The 

lowest temperature is 397.393 °C when the feed rate is 0.073 mm/rev and 

the maximum temperature is 493.335 °C when the feed rate is 0.074 mm/rev. 
The reason for this is because when the feed rate increases, the contact length 

between the tool and the workpiece likewise expands. When the feed rate 

goes up, the chip area rises, which increases the friction between the tool and 
chip interface, causing the temperature at the tool-chip interface to rise 

accordingly as well. The results have supported the study that was made by 

Sulaiman et al. [30], the heat is generated more in the shear zone when the 
feed rate increases due to the increment in the chip’s segment which also 

contributes to the increase in friction.  

The interaction impact between feed rate and surface roughness is 
depicted in Figure 9 and Table 8. It is seen that a decrease in the feed rate at 

any setting of cutting speed decreases the surface roughness significantly. 

This can be seen through the hardness 20 HRC when the feed rate is 0.073 
mm/rev. The value of surface roughness is 2.577 µm. For hardness 43 HRC, 

the value of surface roughness becomes 1.728 µm when the value of the feed 

rate is 0.073 mm/rev, and the value of surface roughness decreases to 0.781 
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µm when the feed rate to 0.071 mm/rev. Decreasing feed results in flank 
wear which will deteriorate the surface of the workpiece. 

 

Table 7: Optimize process by GA 

 

 
 

Figure 8: Interaction effect between feed rate and temperature 

 

Table 8: Optimize process by GA 
 

Hardness 20 HRC Hardness 36 HRC Hardness 43 HRC 

f (mm/rev) SR (µm) f (mm/rev) SR (µm) f (mm/rev) SR (µm) 
0.073 2.577 0.084 2.103 0.073 1.728 
0.072 2.463 0.084 2.072 0.073 1.648 
0.072 2.381 0.084 1.695 0.073 1.530 
0.072 2.294 0.084 1.656 0.072 1.382 

0.071 2.113 0.084 1.367 0.072 1.215 
0.071 2.055 0.084 1.246 0.071 0.781 

 

Hardness 20 HRC Hardness 36 HRC Hardness 43 HRC 
f (mm/rev) T (°C) f (mm/rev) T (°C) f (mm/rev) T (°C) 

0.071 243.33

3 

0.084 363.07

1 

0.073 397.39

3 0.072 259.07

9 

0.084 368.90

6 

0.073 401.14

0 0.072 288.38

8 

0.084 406.30

8 

0.072 445.94

2 0.072 296.95
7 

0.084 410.30
4 

0.072 450.81
0 0.071 335.28

4 

0.084 442.87

0 

0.072 477.46

1 0.072 339.73

1 

0.084 453.04

4 

0.074 493.33

5 
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Figure 9: Interaction effect between feed rate and surface roughness 

 

Effect of depth of cut on temperature and surface roughness 
Table 9 and Figure 10 indicate the influence of cut depth on temperature. 

From Figure 10, it can easily find that increasing in the depth of cut (doc) 

will rise the temperature (T). It can be seen through the hardness 20 HRC 
when the temperature is 243.333 °C and the cut depth is 0.5 mm. When the 

depth of the cut is 0.509 mm, the temperature rises to 325.175 °C. The same 

thing happened to hardness 36 HRC when the temperature was 427.911 °C 
and the cut depth was 0.504 mm. However, the temperature rose to 368.906 

°C when the depth of cut began to rise by 0.528 mm. The same thing 

occurred for hardness 43 HRC; at 0.501 mm of cut depth, the temperature 
was 397.393 °C, and at 0.508 mm of cut depth, the temperature was 481.346 

°C. It is possible to argue that as cut depth increases the cutting insert 

experiences more cutting resistance, which raises temperature. Additionally, 
the total amount that the cutting tool took from the workpiece's radius during 

the cutting process was counted. High material hardness demands a deeper 

value of cut, increasing the strain on the tool and shortening tool life as a 
result of increased surface roughness. 
 

Table 9: Optimize process by GA 
 

Hardness 20 HRC Hardness 36 HRC Hardness 43 HRC 
doc (mm) T (°C) doc (mm) T (°C) doc (mm) T (°C) 

0.500 243.333 0.504 427.911 0.501 397.393 
0.504 283.728 0.510 410.304 0.502 401.140 
0.505 263.391 0.512 424.234 0.503 455.988 
0.507 288.388 0.515 446.555 0.503 471.252 

0.509 318.181 0.523 442.870 0.506 427.472 
0.509 325.175 0.528 368.906 0.508 481.346 
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Figure 10: Interaction effect between depth cut and temperature 

 

Table 10 and Figure 11 both display the interaction between surface 
roughness and depth of cut. It depicts how a deeper cut yields a lower-quality 

surface. According to Table 10, as the value of the depth of cut increases, so 

does the value of the surface roughness. With a hardness of 20 HRC, when 
the depth of cut is 0.502 mm, the surface roughness is 2.055 µm, and when 

the depth of cut is increased to 0.507 mm, the surface roughness increases to 

2.463 µm. For a cut depth of 0.504 mm, the lowest value of surface 
roughness for hardness 36 HRC is 1.246 µm. The value of surface roughness 

increases to 2.072 µm when the depth of cut is increased to 0.528 mm. When 

the surface roughness value is 0.964 µm and the depth of cut value is 0.5 
mm, this behaviour occurs for hardness 43. However, the measure of surface 

roughness increases to 0.941 µm when the depth of cut exceeds 0.508 mm. 

The cut depth is inversely related to the shear angle and heat-affected zone 
(HAZ). As the depth of the cut rises, the HAZ and shear angle increase, 

increasing the cutting force and friction, raising the temperature, and causing 

the removal of material to deposit on the tool's rake face [29]. As a result, as 
the depth of the cut rises, the surface roughness (SR) increases as well. 

 

Table 10: Optimize process by GA 
 

Hardness 20 Hardness 36 Hardness 43 
doc (mm) 

(mm) 

SR (µm) doc (mm)  

(mm) 

SR (µm) doc (mm)  

(mm) 

SR (µm) 

0.502 2.055 0.504 1.246 0.500 0.964 
0.502 2.236 0.515 1.326 0.502 0.843 
0.504 2.501 0.510 1.656 0.503 1.032 
0.505 2.692 0.515 1.987 0.503 1.180 

0.505 2.734 0.523 1.735 0.506 1.452 
0.507 2.463 0.528 2.072 0.508 0.941 



Mukri et al. 

 

42 

 
 

Figure 11: Interaction effect between depth of cut and surface roughness 

 
Effect of the workpiece hardness on the temperature rise and 
surface roughness 
In this study, the effects of workpiece hardness on temperature rise and 

surface roughness are examined. Changes in the workpiece's surface 
hardness and roughness measurements were measured throughout the 

turning process. The three types of workpiece hardness that were used in this 

study are 20 HRC, 36 HRC, and 43 HRC. It was discovered that surface 
roughness decreases with increasing hardness, but temperature increases as 

hardness increases. Table 11 demonstrates that rising temperatures are 

correlated with increasing levels of hardness. The temperature is between 
243 °C and 339 °C, according to hardness 20. When the workpiece's 

hardness reaches 36, the temperature begins to rise between 363 °C and 453 

°C. When the hardness is 43, the value begins to rise, which is between 397 
°C and 496 °C. When the hardness is 20 HRC, the value for surface 

roughness ranges from 2.867 µm to 1.975 µm. When the hardness is 36 

HRC, the range starts to widen from 2.103 µm to 1.246 µm. Surface 
roughness starts to decrease with a hardness of 43 HRC, going from 1.728 

µm to 0.781 µm.   
According to the table, surface roughness increases in value as 

material hardness increases. The range of 2.867 µm to 1.975 µm is the 

surface roughness value for hardness 20 HRC. Surface roughness drops from 

a value of 2.103 µm to 1.246 µm when hardness rises to 36 HRC. When the 
hardness is 43 HRC, the surface roughness measurement falls between 1.728 

µm and 0.781 µm. Cutting speed significantly affects responses, as seen in 

Table 11. Lower cutting rates cause a rapid increase in surface roughness, 
whereas higher cutting speeds cause a quicker increase in hardness. The 

cutting parameter shows that the independent variable with the greatest 

influence on the response to the overall turning parameters was cutting 
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speed, followed by feed rate and depth of cut, which had negligible 
influence. This study coincides with the study conducted by Omat et al. [31]. 

As a result, machining has an obvious impact on the workpiece's surface 

layer's hardness and roughness, both of which are caused by the cutting 
parameters, particularly cutting speed. The turning process uses cutting force 

that causes the chips to rip as the tool moves forward, significantly 

deforming the plastic at the surface and in the layer’s underneath. This 
deformation aftereffect will affect the metal ductility, hardness, and strength. 

Meanwhile, the underlying material fracture occurs as a result of the chip's 

severe deformation, resulting in poor surface roughness. The metal 
characteristics are also affected by the form, size, and depth of cut of the 

surface grooves.  

The ability of a solid substance to endure persistent deformation 
without shattering is known as ductility in materials science. Ductility is also 

known as fracture strain or percent reduction in area. Increased surface 

hardness of the specimens resulted in a decrease in fracture strain. As a result 
of the plastic deformation created during machining, the material was 

projected to have been extended over a portion of its permitted plastic 

deformation, and hence the ductility of the hardened workpieces should have 
been reduced. Cutting speed had a significant impact on ductility, with high 

speeds resulting in a higher fracture strain value. This is because the surface 

roughness rises as the cutting speed lowers [32]. 
 

Table 11: Temperature range for every hardness 

 

Hardness 
(HRC) 

Cutting 
speed 

(m/min) 

Feed rate 
(mm/rev) 

Depth of 
cut 

(mm) 

Temperature 
(°C) 

Surface 
roughness 

(µm) 
20 80 - 

137.579 

0.073 - 

0.071 

0.502 - 

0.507 

243 - 339 2.867 - 

1.975 36 85.203 - 

139.969 

0.084 0.504 - 

0.528 

363 - 453 2.103 - 

1.246 43 80.133 - 
139.943 

0.073 - 
0.071 

0.5 - 
0.508 

397 - 496 1.728 - 
0.781  

 

Conclusion 
 

The study showed how to use MOGA to optimize the turning process. The 

findings suggest that MOGA can yield optimal process parameters and may 
be used to successfully optimize turning, demonstrating that MOGA is a 

beneficial optimization tool. The following conclusions may be taken from 

the optimization conducted on the turning machining process using MOGA: 
i. Due to the contradiction between surface roughness and temperature 

rise and the machining output, MOGA was able to determine a trade-

off between these two objective functions by identifying a combination 
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of feed rate, cutting speed, and depth of cut that satisfied both objective 
functions. 

ii. According to the results, the feed rate, cutting speed, and depth of cut 

are all significant causes of temperature rise and surface roughness. 
iii. As the cutting speed increases, surface roughness decreases while the 

temperature rises. 

iv. The temperature is improved by raising the feed rate, while surface 
roughness is greatly reduced when the feed rate is increased at any 

cutting speed.  

v. The temperature is going to increase as the depth of the cut increases, 
and the surface roughness value will begin to rise as well. 

vi. Although the surface roughness decreases as the hardness increases, 

the temperature rises as the hardness increases. 
vii. When the cutting parameters are 80 m/min, 0.071 mm/rev, and 0.5 mm 

for cutting speed, feed rate, and depth of cut for hardness 20 HRC, the 

lowest temperature rise that can be achieved using this method is 
243.333 °C. Accordingly, it was found that employing MOGA to 

optimize the machining settings for 20 HRC has improved the 

temperature rise by about 10.2% and surface roughness by about 20%. 
viii. Meanwhile, when the cutting speed, feed rate, and depth of cut lowest 

surface roughness measured for hardness 36 HRC was 1.246 µm. The 

values are 85.023 m/min, 0.084 mm/rev, and 0.504 mm, respectively. 
363.071 °C is the lowest temperature rise that can be produced using 

these combined parameters. Both temperature rise and surface 

roughness have increased by 34% as a result of the optimization for 36 
HRC. 

ix. The lowest temperature rise possible with this method is 397.393 °C 

when the cutting parameters are 80.133 m/min, 0.073 mm/rev, and 
0.501 mm for cutting speed, feed rate, and depth of cut with hardness 

43 HRC. The lowest surface roughness that has been identified is 0.781 

µm. By optimizing the machining parameters for 43HRC, the 
temperature increase has improved by 34% and the surface roughness 

has improved by 4%. 
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ABSTRACT 

This paper describes the design of a two-stage force amplification frame for 
the piezoelectric energy harvester to capture mechanical energy from 

walking human footsteps. The frame design optimises the stress distribution 

to improve the force amplification ratio on the existing footstep energy 
harvesters. The magnification of the input force exerted on a piezoelectric 

stack increases the system's power output. A combination of single and 

compound two-stage frame design with additional linkage support was 
proposed, which maximise the conversion of tension to compression forces. 
The proposed frame also significantly reduces the maximum displacement of 

the frame to ensure walking comfort. The frame is tested with the input force 
of 85 N to 120 N based on the adult footstep during walking and running. The 

simulated results show that the proposed frame has a force amplification 

ratio of 25.3, an 11.85% improvement from the existing frames. The frame 
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also limits the maximum displacement to 1.02 mm, 22.14% compared to the 

existing frames. 

Keywords: Energy Harvester; Compound Two-Stage Frame; Piezoelectric; 

Force Amplification Mechanism;Force Amplification Ratio 

Introduction 

Mechanical energy from various sorts of vibration, motion, or any other 

source is not being gathered. Therefore, this source of energy is wasted and 
thus dispersed to the surrounding. To effectively utilise these losses, wasted 

mechanical energy is absorbed by piezoelectric material and becomes 

valuable electrical energy [1]. Piezoelectric generation only depends on 
mechanical factors such as pressure, strain, or vibration. Piezoelectric 

material will convert these mechanical factors to electrical power [2]. 

Therefore, if the mechanical energy of human footsteps can be successfully 
converted into useful electrical energy, it will benefit energy conservation 

and reduce emissions [3]. Research on piezoelectric energy harvesting has 

been conducted extensively in various applications, including structural 
condition monitoring, implanted biomedical devices, rain energy harvesting, 

vibration-based harvesting, and other electronic devices [4]-[8]. 

The technology of piezoelectric on floor tiles to harvest energy is 
relatively new. By utilising human footsteps, useful energy can be harvested 

and generate electricity [9]. Energy production depends on humans' weight, 

deflection of piezoelectric material, type, and movement frequency. 
Piezoelectric floors were applied and tested at Tokyo stations by East Japan 

Railway Company in 2008, which have more than 400,000 people pass by 

per day [10]. It was installed around the ticket machines in the station instead 
of installing all over the station. The station installed 25 square meters of 

piezoelectric floors, producing approximately 1.4 kWh daily, enough to 

power the monitors and ticket machines. Besides that, PaveGen installed tiles 
on a public soccer field in Rio de Janeiro to store electricity for lighting after 

sunset [11]. 

Cantilever beams are the most common Piezoelectric Energy 
Harvester (PEH) as they generate an enormous average strain with external 

force than plates, diaphragms, and disks. Cantilever beams are well-

functioned with input excitations and tip plucking by using a proof mass 
placed at the end to reduce the resonance frequency and improve the inertial 

force. However, the cantilever beam cannot work with high compressive 

force excitation as it has a smaller force-to-displacement ratio [12]. The 
conventional piezoelectric harvesting module combines a piezoelectric 

unimorph and a bimorph cantilever arrangement. One or two layers of 

piezoelectric element are laminated to a single flexible plate and function in 
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bending mode. Typically, typical cantilever-type energy harvesters generate a 

negligible amount of output power. It is easily broken and cracks near the 
clamping end under a small amount of pressure. 

A variable-geometry cantilever beam was used to enhance the power 

harvesting process. However, it suffered from overstraining near the 
clamping area. Calio et al. [13] used a trapezoidal cantilever beam to avoid 

overstrain. The strain was distributed more evenly along with the beam 

structure, and it could sustain higher excitation loading, which led to an 
increase in the harvested energy density. Trapezoidal shape cantilever beam 

has a more evenly distributed strain throughout the beam than the rectangular 

beam, consisting of non-uniform strain distribution. Besides, a trapezoidal 
cantilever produced twice the energy compared to a cantilever beam in a 

rectangular shape for the same volume of PZT material. 

A flex-compressive mode cymbal transducer was designed by Wang 
et al. to fully utilise the compressive stress in piezoelectric elements as the 

tensile strength of a piezoelectric material was always lower than the 

compressive strength [14]. The transducer improved the stiffness of the 
cymbal mechanism and enhanced the load capacity. The flex-compressive 

mode piezoelectric energy harvesting cell (F-C PEHC) was assembled from 

two PZT piezoelectric stacks and four types of steel elements. The cymbal 
top plate with short limbs was implemented to enhance the load capacity. The 

structures were mechanically assembled and had no bonding layer, and all the 

structural parts were replaceable. 
A non-linear parametric model was developed by Chen et al. [15] to 

estimate the deformation of the frame accurately by considering the possible 

constraints of each frame part. The results of the non-linear parametric model 
showed an accuracy of at least 95%. The results showed that the force 

amplification ratio was improved by reducing the thickness of the linkage, 

and a longer linkage improved the bending deflection of the frame. However, 
a longer and thinner linkage produced more significant stress on the linkage 

and the blocks. 

As the force amplification frame, various lever mechanisms may be 
utilised. The bridge-type amplification frame, which has a high amplification 

ratio and a small size, was one of them. However, the conventional bridge-

type amplification frame is limited by its low load capacity, which cannot 
withstand high loading forces. The force amplification cannot be promised by 

force applied onto the frame because different humans have different weights 

when walking on the frame. Hence, Wen et al. [16] developed a compound 
two-stage (CTS) force amplification frame to increase the frame stability 

under high loading force conditions. When an input force was exerted 
vertically downward on the top of the outer frame, the frame produced a 

horizontal tension force along the x-axis, pulling the outer frame's output 

ends on both sides away from the centre. As the output ends of the outer 
frame were attached to the input ends of the inner frame, the outer frame 
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generated a tensile force that pulled the input ends of the inner frame away 

from the centre. Thus, the output ends of the inner frame generated 
compressive force along the z-axis, which was connected to both ends of the 

piezoelectric stack. Consequently, compared to the conventional bridge-type 

amplification frame, this frame has a greater force amplification ratio, a 
greater safety factor, and a smaller size. 

The force amplification frame consisted of two shapes which were 

convex and concave frames. Convex and concave frames applied tensile and 
compressive force to the piezoelectric stack. Generally, the force 

amplification ratio for a convex frame was higher than the concave frame for 

a single amplification frame because the input end has a large deformation. 
High deformation caused a decrease in safety factors when the surface area of 

bending increased. According to the law of energy conservation, the increase 

in input force decreased the output displacement of the frame for the two-
stage force amplification mechanism. The concave frame's inner frame could 

not generate a high force amplification ratio due to the outer frame's 

diminished output displacement. Mechanical deformation consumed the 
majority of the strain energy stored in the frame, thereby decreasing the total 

amplification ratio of the frame [16]. 

A standard bridge-type amplification frame has only single input and 
output ends, where external force was applied to a small contact area. The 

structure was not able to sustain tension stress. Besides that, each force 

amplifier can only support a limited load capacity, and it can damage the 
structure when the load exceeds the yield strength of the material. Hence, a 

protective structure was needed to improve the strength of the mechanism. A 

wedge structure can support a large force, but it has a relatively small safety 
factor and an enormous size. Wen and Xu [16] designed an integrated multi-

stage (IMS) force amplifier that used both force amplifiers in the frame to 

improve output performance and sustain high input force. 
The structural characteristic of the wedge mechanism allowed it to 

convert and amplify the vertically downward input force into horizontal 

force. The leverage structure improved the force amplification and reduced 
the physical size of the frame. However, the limitation of this structure was 

that the frictional force acting on the contact surface between the two wedges 

restricted the movement and caused a reduction in the force amplification 
ratio. 

The existing bridge-type force amplification frames have a limited 

capacity for tolerating the loading force. When different human weights are 
exerted on the frame, the force amplification cannot be guaranteed by the 

loading forces exerted on the frame. Researchers have tried to optimise the 
force amplification frame by balancing the safety factor and force 

amplification ratio, but improving it is challenging [16]. Hence, factors such 

as force amplification ratio and force transmission efficiency are still 
insufficient in the current research. The conversion efficiency reduces with 
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the size of the piezoelectric modules because the coverage of footprints 

reduces when the module area increases [17]. Besides, a large area of 
mechanical strain may damage the material due to its brittleness. The output 

voltage generated from piezoelectric material is also significantly low 

compared to other energy sources [2]. The level of comfort experienced by 
humans when stepping on a frame is directly related to its displacement-

generally, a smaller displacement results in greater comfort. However, the 

output energy of a piezoelectric energy harvester depends on the degree of 
compression of the piezoelectric stack. The amplification frame acts as a 

converter to maximise the output energy, converting the vertical load from 

the human step into a horizontal load that compresses the piezoelectric stack. 
The vertical displacement should be at a minimum, and the horizontal 

displacement to be at a maximum. Therefore, this paper aims to optimise the 

force amplification ratio of the piezoelectric energy harvester while 
minimising the frame displacement to ensure human comfort. This can be 

achieved by improving the effectiveness of force conversion through the 

design of the frame. 
 

 

Mechanical Design 
 

Mechanism description of the amplification frame 
The proposed design of the energy harvester's amplification frame is shown 
in Figure 1. This design is composed of a combination of the single and 

compound two-stage frame. It consists of two-beam layers at the inner frame 

to ensure the stress is evenly distributed. The design is supported with a 
layered beam at the outer frame to avoid high-stress concentration. Besides, a 

linkage is added at the outer frame to assist in pushing the output end of the 

inner frame inward to compress the piezoelectric stack attached to the output 
ends of the inner frame. Figure 1(a) depicts the input force, Fi, acting 

vertically downward at point A onto the outer frame's input end. This force 

compresses the input ends A, pushing the BC ends outward and the DE ends 
inward, leading to the compression of the inner frame, as illustrated in Figure 

1(b). The DE ends apply compression forces to the piezoelectric stack inside 

the inner frame. Furthermore, the tensile force on BC helps to further 
compress the DE ends. Figure 1(c) presents the system's overall design, 

where the applied force Fi causes the BC ends to extend outward and the DE 

ends to compress inward. The detail dimension of the amplification frame is 
shown in Figure 2. 

 

 



Choe-Yung Teoh et al. 

54 

      
                                   (a)         (b) 

 

 
(c) 

 

Figure 1:  (a) Outer frame; (b) inner frame; and (c) assembly of the outer and 

inner frame 
 

 
 

Figure 2: Detail dimension of the amplification frame 
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Design criteria and constraints 
The design of the piezoelectric energy harvester's amplification frame was 
made with several considerations and constraints, including the selection of 

material, amplification mechanism, and frame features. Alloy steel 4150 was 

proposed as the frame material in this design because of its high tensile and 
yield strength and higher Young's modulus (E) to density, ρ ratio. A greater 

E-ρ ratio allows the frame to have more significant deformation. The material 

properties of alloy steel 4150 are shown in Table 1. 
 

Table 1: Material properties of alloy steel 4150 
 

Properties Value 
Density 8.03x103 kg/m3 

Poisson's ratio 0.27 
Young's modulus 190 GPa 

 
The proposed amplification frame is based on the frame designed by 

Wen et al. [18]. The force amplification frame design by Wen et al. [18] 

utilised the outer frame for pulling the inner frame and inducing compression 
on the output ends of the inner frame, thereby compressing the piezoelectric 

stack. The outer frame itself was pulling on the inner frame. Hence, the 

compression of the piezoelectric stack is entirely dependent on the outer 
frame's pulling force. This design lacked a sufficient force amplification ratio 

because the forces were only transmitted to the inner frame via the 

connection between the output ends of the outer frame and the input ends of 
the inner frame, which did not maximise force transmission. When an extra 

compressive force acts on the inner frame's output ends, the inner frame's 

output ends experience additional compressive force from the outer frame, 
which increases the force amplification ratio. 

Hence, the proposed design in this paper used a combination of single 

and compound two-stage frames to maximise the force transmission. This 
design consists of two layers of the beam at the inner frame to ensure the 

stress was evenly distributed and to avoid high-stress concentrations 

occurring in the single-layer outer frame design. Besides that, an additional 
linkage was added to the outer frame to assist in pushing the output end of 

the inner frame inward to compress the piezoelectric stack attached to the 

output ends of the inner frame. 
 

Finite element modelling and simulation 
The finite element model was created to estimate the force amplification ratio 
of the force amplification frame. The numerical analysis of the proposed 

frame was done in ANSYS simulation software. The results of stress 

distribution, total deformation, reaction force, Factor of Safety (FOS) and 
amplification ratio for a range of input forces were analysed. The input force 
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of 100 N was applied vertically on the top and bottom ends of the outer 

frame, giving a compressive load of 100 N. The detailed location of the 
constraints and force inputs on the model are shown in Figure 3. Both output 

ends of the inner frame were fixed to determine the reaction force from the 

applied input force through the outer and inner force amplification frame. 
Mesh refinements were used on the beam's surface, and the outer frame's 

input ends to obtain accurate stress distribution and total deformation results 

along the beam. The mesh size of 1 mm was used in the simulation based on 
the result obtained from the mesh convergence test. The model validation 

was made by comparing the total deformation and maximum stress of the 

model published by Wen et al. [18] before modification was made to the Wen 
et al. [18] model. 

 

 
 

Figure 3: Location of the constraints and force inputs in the ANSYS 

simulation model 

 
 

Results and Discussion 
 

The effect of input force on the force amplification ratio  
After validating the model with an input force of 100 N, the model was 

analysed with input forces ranging from 5 N to 160 N with a 5 N increment. 
Figure 4 displays the ratio of force amplification for input forces ranging 

from 5 N to 160 N. Based on clinical data from Keller et al., the range of 

input force from 85 N to 120 N was equivalent to the force input from 
average human footsteps [19]. However, the model was analysed from 5 N to 

show the full range of energy input, including the input force from children's 

steps. Furthermore, the input force is tested until the safety limit of the 
model, which is 160 N, to cover the extreme case. 

The results with an input force of 100 N were compared with the 

existing literature models. Figure 4 shows that the force amplification ratio 
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fluctuated from 25.299 to 25.300 when the input force increased from 5 N to 

50 N. The 0.004% fluctuation here is insignificant to explain the effect of 
input force on the amplification ratio. Still, it is due to the deviation from 

Discrete Element Modeling. With the input range from 55 N to 160 N, the 

amplification ratio increase gradually from 25.2982 to 25.2994 with the rise 
in the input force. The trend is comparable with peer results [20]. This 

design's amplification ratio was relatively higher than existing models, with 

an amplification ratio between 17.90 and 22.62. The improvement in the 
force amplification ratio will contribute to the larger power output. 

Deriving from the result in Figure 4, the factor of safety of the 

proposed design is 1.35 to 1.85 with an input force of 85 N to 120 N. At the 
input force of 160 N, the factor of safety will reach unity, and this is the 

maximum allowable input force for this design. Based on the size of the 

proposed amplification frame, each floor tile can fit in 16 units of the frames. 
Thus, the maximum weight a floor tile can support is up to 260 kg, sufficient 

for typical human steps. 

   

 
 

Figure 4: Graph of force amplification ratio against input forces, N 
 

Stress distribution of the proposed frame when subjected to 
100N input force. 
Figure 5 showed the stress distribution of the model when a compressive 

force of 100 N was applied. The results showed that the maximum stress on 

the frame was 1075.90 MPa. The stress was concentrated on the outer frame, 
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where the maximum stress occurred near the outer frame's input end, as 

shown in Figure 6. Besides, there was also a high-stress concentration at both 
ends of the outer frame. The stress was evenly distributed on the inner frame 

along the compound beams, reducing the stress concentrated at a particular 

location. 
 

 
 

Figure 5: Maximum equivalent (Von-Mises) stress for input force of 100 N 
 

 
 

Figure 6: Location of maximum stress on the beam of the outer frame 
 

Total deformation of the proposed frame based on input force of 
100 N 
Figure 7 showed the frame's total deformation and the maximum deformation 

location when 100 N compressive force was applied to the model. The results 
showed that the maximum deflection was 1.0186 mm, located at the outer 

frame's centre. The deflection was lower than the peers' models, which was 
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1.31 mm to 4.21 mm. The reduction in the frame's deflection ensures human 

comfort while stepping on it. 
 

 
 

Figure 7: Total deformation when input force of 100 N was applied 
 

Performance comparison with existing frames 
The performance of this newly proposed frame showed improvement in most 
aspects compared to existing designs. The comparison table was constructed 

as shown in Table 2. The model had the highest force amplification ratio 

among other current designs. The force amplification ratio obtained for this 
proposed design was 25.30 compared to 22.62 on the existing designs, with 

an 11.85% improvement. Besides, the FOS of the proposed design was also 

higher than the single two-stage harvester design, which was 1.60 compared 
to 1.23 but lower than the compound two-stage harvester design and IMS 

harvester design. Moreover, the total deformation for the proposed design 

was the lowest among all existing designs. Lower deformation of the frame 
ensured human comfort while stepping on it. 

 
Table 2: Performance comparison of various designs of the energy 

harvester’s frames 
 

Indicator 
Proposed 

design 

Single two-

stage harvester 
[18] 

Compound two-

stage harvester 
[18] 

IMS 

harvester 
[16] 

Input force (N) 100 100 100 67.73 
Maximum 

deformation 

(mm) 

1.02 4.21 1.31 3 

Minimum factor 
of Safety 

1.6 1.23 2.94 1.98 
Force 

Amplification 
Ratio 

25.3 22.62 17.9 18.83 
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Conclusion 
 
This paper presents the design and modelling of a piezoelectric energy 

harvester's amplification frame based on a multi-stage force amplification 

mechanism. The main design variables of the models are optimised to 
achieve the best force amplification ratio with a more prominent safety 

factor. The proposed model has a force amplification ratio of 25.30, and 

11.85% improvement compared to existing designs. A minimum Factor of 
Safety (FOS) of 1.6 was obtained for the proposed design, supporting the 

application. The model also showed a deformation of 1.02 mm, which is the 

lowest compared to existing designs. The reduction in the deformation 
improves human comfort while stepping on it. 
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ABSTRACT 

The automotive industries in Malaysia have grown well and developed many 
suppliers in their supply chain including Small Medium Enterprise (SME). The 

order handling process at a supplier's factory has become one of the most 

critical areas in the supply chain. Adaptation to technology such as IoT enables 
the automotive supplier to better manage their customer orders and avoid 

mistakes that affect the supply chain. In order to improve the order processing 

activities, a study has focused on developing a mobile device application using 
Google Appsheet and Google Sheets as a cost-effective system for managing 

supply orders. A study was conducted in one of Malaysian SME automotive 

companies, which manages the orders manually by using a log book with a lot 
of recording and redundant work. By using Google Sheets, all the information 

and data involved in order processing activities is imported and digitized. Then, 

a mobile application is created using Appsheet so that the ordering activities 
and processing can be completed on a mobile device. All information gathered 

by the mobile app (Google Appsheet) is immediately saved in Google Sheets on 

an Excel-based database, allowing for further data analysis. The research 
conducted has managed to integrate these two applications into a system for 

Malaysia's SME factory to manage the ordering activities in the automotive 
supply chain. This system enables the user to shorten their order processing 
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time since data is captured in real time and mistakes due to manual error can 
be avoided. 
 

Keywords: Order Processing System; Mobile Apps; Google Sheet; Google 
Appsheet; Iot Warehouse 

 

 

Introduction 
 

Massive growth in mobile device technology makes people dependent on it 
either in social life or for work. Mobile phones are now not just carrying out 

their original function as a device to make and receive a call or message as a 

priority, but are doing much more to fulfill people's needs in life, such as serving 
as a camera, scanner, recorder, and mini computer. People are carrying their 

mobile devices anywhere at any time and involving the device as much as 

possible in each of their life activities. This has also had a great impact on the 
work system in the world today since it has been proven to improve work 

effectiveness and be able to deliver quick and accurate results. Monitoring of a 

business operation is done by using a smartphone, which can help users get 
results in real-time as input for an action based on the result [1]. An appropriate 

mobile application is able to be developed in order to fit user requirements and 

improve process operation with the support of mobile devices [2]. 
The automotive industries in Malaysia have grown well and have created 

a component supply chain by involving vendors, which involve SME factories. 

Vendors that produce the components of automotive parts play a very important 
role in ensuring continuous part supply to the car assembler in the right quantity 

and on time. To maintain the chain of supply, the required parts or components 

are determined by the Automotive assembler based on their production plan, 
and ordering from the vendors is initiated. This order is initiated through either 

Delivery Instruction (DI) or Kanban.  
The DI is referring to a document released by the automotive assembler 

describing what item is required for delivery along with information on quantity 

and when to deliver. While Kanban is described as a visual signal that is used 

by downstream processes to trigger upstream actions in the Just-In-Time (JIT) 
process [3], it is also used to provide information about the item's required 

quantity at the dedicated delivery time. Vendors that received the order 

information either from DI or Kanban will process the order procedures and 
prepare the required parts. Finally, the arrangement for delivery is made, and 

the order is completely filled. The flow of order processing for automotive parts 

is described in Figure 1. 
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Figure 1: General process flow of ordering parts in the automotive supply 

chain 

 
This research has been initiated to find and develop an alternative 

method of managing an order from a customer in the warehouse of an 

automotive SME factory. System development is focusing on Google 
applications, which are Appsheet for mobile device software customization and 

Google Sheet for data collection and analysis. This paper explains how to create 

a mobile application using an Appsheet for processing warehouse orders step 
by step. It serves as a reference for users creating applications using the 

Appsheet's fundamental features. This paper provides a clear understanding of 

developing a system for mobile devices by using Google Appsheet and Google 
Sheets for a systematic order processing activity applicable to automotive SME 

factory warehouses. 
A case study has been conducted at one of the SME automotive factories, 

named PSB Sdn Bhd, that supplies interior parts to a few automotive suppliers 

as a second tier in the chain. Their warehouse is occupied with determining 

which item the customer needs for the day and delivering it in accordance with 
the quantity and time. Entering orders from their customers is referring to a task 

that takes place before actually filling the order, where the challenge is in 

establishing clear communication throughout the logistical or warehouse 
operation [5]. 

An order from the customer is received through email containing an 

order document that is Kanban in the early morning and the delivery has to be 
completed within a couple of hours. Due to this time limitation (from order 

receipt until delivery), a single step of order handling processing is critical, and 
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even small mistakes will lead to delivery failure and can affect the customer 
assembly line. Details on manual order processing activities conducted at the 

PSB can be described in Figure 2. 

 

 
 

Figure 2: Flow chart of order processing activities at PSB Sdn. Bhd.  
 

All the steps as stated in the above figure have not been fixed on their 

timing since the process will depend on the customer's order type as well as the 

order quantity. However, it is supposed to be conducted in order to set a 
standard and a key performance indicator (KPI) for future improvement [5]. 

In a single cycle of delivery activities, a lot of specific information must 

be recorded. Table 1 below describes the information needed for the item that 
is going to be delivered. Each of these pieces of information is important for 

both parties to ensure the item delivered meets the order requirement. Besides, 

the information will become more important if the item is found to not meet the 
standard requirement, such as having quality issues that require tracing the root 

cause of the issues for a countermeasure. 

 
Table 1: Item information required for delivery 

 

No. Item Purpose / Importance 
1 Item name Product identification 
2 Item number Product identification 
3 Quantity Informing how many actual items 

delivered to compare with ordering 4 Shipping batch order Tracing for which receiving batch 
5 Size Informing actual item dimension 

delivered compared with ordering 6 Lot number Tracing for the production batch at the 

manufacturer  

 This makes the order processing and part-picking activities costly and 
shall be considered in the total operation factors [6]. Processes that are 

conducted manually are identified as waste in a Value Stream Mapping (VSM) 

analysis and will just increase the logistical cost of the operation [7]. There is a 
risk of error due to a typo or mistake when the information is written manually 
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and then copied to another check sheet. Since this process is critical, only a 
competent person with a high focus is able to perform the task. 

A process that is carried out manually with paper-based practices will 

lead to common issues that are normally faced by the logistics industry, such as 
inventory that is not visualized, shipment processing errors, space 

underutilization, a lot of paperwork, and observation of existing manual order 

processing activities, a risk factor was identified that can lead to a failure at the 
customer’s place, as described in Figure 3. 

 

 
 

Figure 3: Risk of conducting a manual ordering process 
 

Based on the risks observed, a systematic approach is proposed to 

address these issues, which is to digitize the whole ordering process as a 

solution. A digital solution will have an obvious impact on the warehouse 
operation through a Warehouse Management System (WMS), which improves 

the warehouse operation's effectiveness [9]. Efforts in waste reduction in a 

warehouse's operational activities will improve the overall warehouse 
performance, which will either directly or indirectly improve a company's 

business performance [10]. 
A cloud-based database system is introduced with a custom Graphical 

User Interface (GUI), which enables the user to interact with the data from their 

mobile device at any time and anywhere, as long as there is an active internet 

connection by using Google Appsheet. The data is then saved in Google Drive 
and made available for free use in Google Sheets for further data analysis.   
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Literature Review 
 

A warehouse operation using a manual method is facing a problem with 

operation data that is not able to be updated in time. Although Enterprise 
Resource Planning (ERP) is used, it still isn't able to meet business and customer 

needs because of things like the person in charge's delayed updating of data, a 

lack of communication, and information about activities that aren't 
synchronized [11]. A mobile application was found to be widely used in 

assisting an operation in the supply chain, such as in order entry and processing 

(communication), stock ordering (inventory), order picking and assembly 
(unitization and packaging), and order delivery (transportation) [12]. 

Google Sheets is a cloud-based application that provides a similar 

function to Microsoft Excel but offers more benefits than just a spreadsheet. 
Google Sheets provides online document sharing, so multiple users can interact 

on the same page at any one time by using supporting devices such as a laptop, 

phone, or tablet. Users have no worries about their data every time they update 
since it is online, the data will automatically save to the drive as long as the 

internet is connected. Additionally, previous revisions can still be found by 

using the version history feature, allowing users to go back to a specific starting 
point whenever necessary. The file can also be accessed at any time with an 

internet connection by using an internet browser without requiring specific 

software installation [13]. 
Appsheet is an application that provides a no-code development 

platform for application software, that allows users without coding experience 

to create mobile, tablet, and web applications using data sources like Google 
Drive, DropBox, Office 365, and other cloud-based spreadsheet and database 

platforms [14]. 
A few studies have been conducted on a real business operation in which 

the mobile application was developed in order to smooth the operation and 

minimize risk. A pediatric clinic in Colombo South Teaching Hospital, Sri 

Lanka has successfully used an electronic database management system (E-
DBMS) which was developed using Google AppSheet and Google Sheets [15]. 

This application (Google Sheets and Appsheet) has also been used by a lecturer 

at Politeknik Sultan Mizan Zainal Abidin to develop an application for their 
student coursework marking system. From the study, it was highlighted that 

developing the application for mobile devices by using Google Appsheet is 

easily understandable even though the system developer does not have a 
computer programming background and is able to produce effective outcomes 

that meet the objective [6]. In Sri Lanka, AppSheet is used to create a clinical 

database, and it has proven to be a cost-free, user-friendly solution to 
digitization [16].  

One study conducted on application development for yoga activities also 

used the Appsheet for mobile user interaction, and it was proven successful 
[17]. Besides using a function of medium for input data, Appsheet has also been 
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applied for rendering information from Google Sheets documents that enable 
data to be visualized and referred to [18]-[19]. Various sectors have proven that 

Google Sheet, partnered with Google Appsheet, is able to manage data 

collection and storage, such as in the fields of education, hospitals, and health, 
as well as COVID-19 data [15]-[20]. 

Data that is captured by the mobile application (Google Appsheet) is 

saved in a Google Sheet, which is ready for further analysis and on the right 
platform to be visualized using visual management tools [21]. This will finally 

digitize a part of the warehouse operation that is able to add value to the 

company's business, which includes improving productivity, seamless 
electronic communication, a dashboard, and real-time inventory [22]. 

Successful implementation of a mobile application in various sectors as 

described above, shows that the combination of Google Sheets and Google 
Appsheet is able to deliver a good outcome to the user, which helps in 

improving work efficiency. It will help in transforming manual data operations 

into digital ones by having a database system that uses a mobile device as a 
medium for data collection. 
 

 

Methodology 
 

This section will discuss the method used in conducting this study, which is 
generally described in terms of process flow as per Figure 4. 
 

 

Figure 4: General process flow of conducting the study 
 

The current practice of the PSB warehouse operation activities is 

reviewed to understand the flow, method, and documentation involved in 
managing order processing. This is basically to identify the type, source, and 

flow of the data for the ordering process from receiving information until 

delivery. Then, a database is created where all the manual data is digitized in a 
specific data format. A mobile application is then developed for a medium of 

data entry which requires a test run and fine-tuning to make it function. Finally, 

customization is made to the data format to initiate the customer checksheet and 
replace the manual format. 
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The development of the order processing system was divided into three 
phases, which are data preparation, developing mobile applications, and report 

customization as shown in Figure 5. 

 

 
 

Figure 5: Development flow of order processing system 

 
Phase 1 starts with the digitization of existing formats on manual paper 

into Google Sheets which requires format creation, utilizing the built-in 

formulation and file linkage. Phase 2 involves the development of a mobile 
application that will become the user interface to the database in Google Sheets. 

Finally, Phase 3 focuses on customization of the Google Sheets format and data 

reporting format which replace manual checksheets in the delivery operation 
activities. 

 

Step 1: Preparing data table in Google Sheet 
Google Sheets is used as a cloud database where all the data captured by the 

system is stored, analyzed, and integrated to produce outcome results. Besides, 

it also became a platform to develop a mobile application in Step 2. Storing data 
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into a file in Google Sheets is secure since the accessibility can be set by a 
specific user account with the access function of viewer, commenter, or editor. 

Even with editor accessibility, the file owner can still protect a certain cell or 

area of the Google Sheet from any data editing or manipulation.  
 

Step 2: Getting Appsheet to computer 
Google Appsheet is used to create mobile applications while working on a 
computer. It can be started directly from the Appsheet website without having 

to download or install anything.  The software is launched by signing into the 

Appsheet account via https://about.appsheet.com/home from a supporting 
browser. 
 

Step 3: Connecting data from Google Sheets to AppSheet 
Appsheet is generating an application from the Google Sheet source, so it is 

required to be connected. To do this, the Google Sheet that was initiated in step 

1 was selected as a file to be connected with the Appsheet by clicking the 
“create” menu and selecting “start with existing data”. The selected file is then 

used by the Appsheet to generate the application. 
 
Step 4: Customizing the Appsheet to create mobile apps  
The actual mobile interface is displayed in the right-hand section of the 

Appsheet page, and this can be altered to suit the needs of the user.  When 
creating mobile apps, some basic customization can be used, such as file 

renaming, which will eventually become the name of the application, choosing 

items to appear, designing the application view, and fixing a logo. The Appsheet 
edit page's menu on the left side can be used to start customizing, which enables 

users to design the application interface in a way that best suits their needs. 

Users can choose how data is displayed by sorting the viewed item, grouping, 
and header sequence in a deck, table, dashboard, or card. 
 

Step 5: Test run input Appsheet to Google Sheet table 
In order to ensure input data using the Appsheet from a mobile phone or tablet 

is workable and applicable for the user, a test run has been conducted using the 

Appsheet from a computer. Data is added using the “+” icon so the input 
interface appears for data entry. To confirm data capture from the Appsheet, 

actual data sources in the Google Sheet were checked by opening the file that 

is used for Appsheet reference.  
 
Step 6: Download and setup AppSheet  
The Google Appsheet is compatible with the operating systems of mobile 

phones and tablets, which can be downloaded from the Google Play Store for 
Android and the App Store for Apple devices. It is free to download and requires 

setting up after installation. Users have to sign in with the same account with 
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which they logged in previously in Step 2, and then, to start the application, the 
saved Appsheet file needs to be selected from the menu option. The same 

interface that was initiated during setup on the computer will appear on mobile 

phones or tablets after and this will make the installed application ready to be 
used. 
 

Step 7: Review and edit for customization 
The steps in Step 5 above were repeated by using the Appsheet application on 

the mobile device to ensure data captured from the devices was able to sync 

with the Google Sheet file. Some customization can be applied in order to make 
the mobile application more user-friendly, such as fixing the selection input, 

using barcode or QR code scanning, and determining a pre-set value. 
 
Fix selection input from the list 
Entering fixed data input can be done by selecting from a list that can be set in 

the Appsheet. The list of items to be selected can be set in the Google Sheet file 
by inserting a row before the data and placing a list of fixed items for selection. 

Then, the editing needs to be done in the Appsheet from a computer wherein 

the column tab, the desired item can be selected by changing the type from pre-
set value to “Enum” as shown in Figure 6. After completing and saving the 

changes, this function can be tested by running the application from the installed 

mobile device.  
 

 
 

Figure 6: Assigning type to select from the list 
 

Applying the function of scan barcode using the device camera 
Input that is provided with a barcode or QR code can be scanned for data by 
Appsheet using the device camera. This is done by activating the “scan?” 

function in the desired item name as shown in Figure 7. 
 

 

Type changed to 

“Enum” for fix 

selection list 
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Figure 7: Selection to activate the scanning function for the item 
 

This function activates when the QR code icon is pressed, which triggers 
the device camera to be used for QR code or barcode scanning. Information 

from the scanned code will be automatically filled in the column, which will 

help to ease the data entry. 
 

Pre-set value of input 
Input values that are fixed and can be set by default are able to be set themselves 
by the Appsheet function. In this application's development, input for the date 

has been set to the current date by changing the type to “DateTime” in the row 

for date input. 
 

 

Results and Discussions 
 

A complete system of order processing has been successfully developed for 

PSB and managed to fulfill the PSB management expectation of running the 
order processing activities at the warehouse digitally. Compared with the 

current method of operating the order processing system, this system has totally 

eliminated the manual practice by using a log book as a record and replacing it 
with a digital sheet. Orders received from customers are captured directly using 

mobile devices through the application developed as shown in Figure 8. 

Data about ordering items and actual delivery that are captured from 
mobile devices is stored in a Google Sheets database. By using the built-in 

function in Google Sheets, data has been arranged to create a specific format 

that meets the customer's request for a delivery checksheet. The activity of 
copying data from a log book into a blank check sheet that was previously 

conducted prior to delivery is now eliminated. Figure 9 shows a manual 

recording checksheet that was prepared by copying information from the log 
book. The total quantity of the delivery item was calculated and summarized 

manually and this exposed it to the risk of wrong data. 

The data is retrieved directly from the database (Google Sheets), which 
reduces the risk of error while establishing the delivery record for the customer 

by doing away with manual calculation and data copying. This will cut down 

on some of the processing time in the ordering operations, which helps reduce 
operating time since records won't need to be filled out manually. Figure 10 
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depicts an example of a customized delivery check sheet that directly pulls data 
from Google Sheets. 

 

 
 

Figure 8: Before and after conditions for order capturing 
 

 
 

Figure 9: Manual recording checksheet for delivery 

Manually calculate quantity 
High risk of error / typo 
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Figure 10: Delivery format from the mobile apps input 
 

The system that allows data to be transferred and stored in real-time has 
reduced the total lead time for order processing. Users are able to work 

concurrently without being required to wait until the previous part is complete 

to start on the next part. The flow of ordering process activities, which is 
depicted in Figure 2 is used to benchmark the manual method (before condition) 

versus the implementation of the order processing system (after condition). 

Table 2 shows the comparison of time spent conducting an order processing. 
Compared with the previous manual method, there were six steps eliminated, 

which are Steps 3, 4, and 6. When the person who received the order entered 

the information in Step 2, the picker at the warehouse also received the order 
information from the second device and immediately started shopping for the 

item at the warehouse, which is what Step 5 is about. 

The use of the internet for real-time data transfers has eliminated the two 
previous steps (Steps 3 and 4). The data that is updated in Google Sheets in real 

time is able to be seen by the office staff for item part confirmation and printed 

as a check sheet, which eliminates Step 6. Step 7  starts concurrently with Step 
5,  so the completion time has improved. A comparison of the time taken for 

conducting the order processing using the manual method and the digital 

method is shown in Figure 11. 
Referring to Figure 11, the completion time with the manual method was 

recorded at 66 minutes, while with the order processing system, it was reduced 

to 36 minutes, for a total reduction of 45% in processing time. Besides the 
processing time that has been reduced with the help of a new method (the order 

processing system), the activities that run concurrently also contributed to this 

reduction as per Steps 5 and 7 in Table 2. 
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Table 2: Comparison of operation time before and after conditions 
 

Step Details 
Before 

(min) 
After 

(min) 
Description 

Step 1 Receive delivery info 2 2  

Step 2 Write info to into log book 7 4 
Manual write 

to digital 

Step 3 
Checking and identify items at 

warehouse 
10 0 

Combine with 

Step 5 

Step 4 
Pass copy of log book to store 

picker 
3 0 

Combine with 

Step 5 

Step 5 
Shopping part and prepare for 

delivery 
18 16 

Concurrent 

with Step 2 

Step 6 
Copy information from log 

book to delivery checksheet 
6 0 

Print from 

digital data 

Step 7 Pass checksheet to office 8 2 Concurrent 
with Step 5 

Step 8 Part loading to lorry 10 10  
Step 9 Pass document and delivery 2 2  
Total  66 36  

 

 
 

 
 

Figure 11: Comparison before and after of handling order processing  

 
Step 3, 4 and 6 were eliminated 
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With the simple interface of the mobile device by Appsheet, users were 
able to key in the info into a specified box with some input data that can be 

captured by the function of camera scanning. This will help in avoiding the error 

of copying information from Kanban as per risk 1. Besides, the pre-set date 
value that has been set during customization of mobile application development 

helps in determining the actual date of the activities conducted. 
 The same information will be viewed by the picker, which is responsible 

for selecting the right part by referring to the Appsheet summary. With clear 

information written digitally, the risk of error in reading the order information 

can be avoided. Dealing with the device is also much more convenient 
compared with bringing a pen and book to the site to write information. As a 

result, the risk of making a mistake with the item is reduced. 
The delivery information that has been captured from the mobile device 

through the AppSheet was able to be seen in the summary view. Figure 12 

shows a view of the application on mobile devices, where it was grouped by the 

order date with a total quantity for the particular date. Each of the ordered items 
is listed with the quantity and it can be scrolled down to see the whole list. 

 

Figure 12: Example of Appsheet view after grouping 
 

The selection of the Google application in this system development 

was found suitable for capturing data, using it as a database platform, and as a 

mobile application. The Google account that was created for free has sufficient 
drive space for data storage. A database that uses Google Sheets has come out 

and offers sufficient features for free. It was easy to use even for newcomers. 

The use of AppSheet in developing the mobile application was found to be 
applicable to meeting the purpose of having a medium for data entry with the 

function of reviewing and editing the data. With no cost for prototype 

application development and a reasonable subscription price for application 
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deployment, Appsheet is the best choice for the SME warehouse factory to get 
into the system and expose itself to the IoT. 
 

 

Conclusion 
 

A simple, self-developed, and effective system for managing a customer order 
in an automotive supply chain was successfully established by using Google 

Sheets and Google Appsheet. Users have gained a significant benefit from the 

implementation of this system. Redundant manual recording of delivery data, 
which is exposed to a risk of error has been totally eliminated with the use of 

mobile applications. Real-time data updates into the Google Sheets have 

allowed multi-users to work on the same page of data, and this makes a flow of 
tasks that can be performed concurrently possible. Thus, the total lead time for 

ordering process activities can be reduced significantly. Exposure to digitization 

has given the associates of PSB Sdn. Bhd. the opportunity to gain knowledge, 
especially in the IoT, and this will enhance the adaptation of the IoT towards 

achieving the National Fourth Industrial Revolution (4IR) Policy. 
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ABSTRACT 

Studies on flow through cylinders have been widely carried out, both 
experimentally and numerically. The purpose of those studies is to obtain 

information about flow phenomena around the cylinder arrangement, such as 

aerodynamic forces, vortex shedding, and vortex-induced vibration. This study 
aims to evaluate the flow characteristics that pass through three circular 

cylinders arranged in a stagger and reduce the drag force (CD) by adding 3 

disturbance bodies (DB) around the upstream cylinder. The longitudinal 
distance L/D varies from 1.5 to 4.0, while the transversal distance T/D is kept 

constant. Next, the diameter ratio d/D is set to 0.16. The diameter of cylinder 

1, D=25 mm, and the diameter of the DB, d=4 mm. The DB is placed around 
cylinder 1 at three angle locations with a gap, δ=4 mm. The study is performed 

using Ansys fluent® 19.1 software in 2-D unsteady RANS with the transition 

k-kl-omega turbulence model. The flow Reynolds number based on D is
22x104. The results showed that the L/D and the use of DB affect the cylinder

drag coefficient (CD). There is a CD reduction for cylinder 1 up to 20% at

L/D=3.0. For cylinders 2 and 3, the reduction in CD occurred at L/D=4.0 up

to approximately 13% and 17%, respectively.

Keywords: Cylinder Arrangement; Disturbance Body; Transition K-Kl-

Omega; Drag Coefficient 
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Nomenclature 

U free stream velocity of the fluid (m/s) 

Vmax maximum velocity of fluid (m/s) 
D diameter of the main cylinder (m) 

d diameter of disturbance body (m) 

T/D non-dimensional transversal distance 
L/D non-dimensional longitudinal distance 

Re Reynolds number 

P/D pitch ratio 
G/D non-dimensional distance of the gap between the main circular 

cylinder and the disturbance body 

DB disturbance body 
θ position angle of DB 

VIV vortex-induced vibration 

ρ the density of fluid (kg/m3) 
IDB inlet disturbance body 

FVM finite volume method 

Nu Nusselt number 
MRT multiple relaxation time 

δ distance between cylinder 1 and DB (m) 

WIV wake-induced vibration 
LBM lattice Boltzmann method 

μ absolute viscosity of the fluid (Pa.s) 

ui, vj velocity component in the ith or jth direction (m/s) 
t time (s) 

p pressure (Pa) 

CD drag coefficient   𝐶𝐷 =
𝐹𝐷

1
2 𝜌𝑉2𝐴⁄

CD' drag coefficient fluctuation 

CL lift coefficient 𝐶𝐿 =
𝐹𝐿

1
2 𝜌𝑉2𝐴⁄

CL' lift coefficient fluctuation 
t time step (s) 

Ri Richardson number 

St Strouhal number 
f frequency (Hz) 

PSD power spectral density 
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Introduction 
 

The use of circular cylinders in engineering with various configurations such 

as in-line, tandem, side-by-side, staggered, and square arrays, has been widely 
used. This application creates an interaction between the fluid flow and the 

bluff body arrangement resulting in drag and lift forces on the bluff body. 

Modifications to various configurations of the bluff body arrangement or 
constructions are intended to reduce drag force, thus reducing the overall load, 

and the constructions will last longer. Efforts to reduce the drag have inspired 

the authors to conduct further research on the flow passes through three 
circular cylinders in a staggered arrangement with L/D variations and the use 

of a Disturbance Body (DB). 

The research on flow through a single-cylinder [1] shows that the 
interaction between the fluid flow and the bluff body is strongly influenced by 

the free-stream velocity, the specimen’s shape, and the surface roughness. 

These variables will determine the magnitude of the drag force. The effect of 
the Reynolds number on the flow through a circular cylinder concluded that 

the greater the Reynolds number, the more turbulent the flow that results in the 

separation point being delayed [2]. Another study explains that turbulent flow 
can overcome the adverse pressure gradient effect and reduce wake area and 

drag [3]. The addition of DB in front of a single cylinder has also been 

investigated experimentally [4] as well as numerically [5]. The last two studies 
showed that there is drag reduction on the circular cylinder and the system. 

Similar research shows that there is more significant influence of 

Reynolds number (Re) compared to the influence of d/D and L/D on the 
decrease in pressure drag [6]-[7]. Circular cylinders in tandem arrangement 

situated in a narrow channel with variations of L/D and Re also greatly affect 

the decrease in pressure and drag [8]. The use of two cylindrical DB in front 
of the upstream cylinder [9]-[11], is very effective in reducing the drag that 

occurs in the main circular cylinder. The fluid flow through two circular 

cylinders in various arrangements with variations of Re and P/D indicates that 
the flow characteristics are very similar to that of the flow through a single 

cylinder [12].  

Flow through two circular cylinders in tandem and staggered 
arrangement, both elastically or permanently installed has been studied [13]-

[14]. It shows that the downstream cylinder is affected by the presence of 

Wave-Induced Vibration (WIV), and the effect is very sensitive to differences 
in the distance (L/D). The study of two cylinders in staggered arrangement 

placed in a planar shear flow has also been studied [14]. Two different 

distances were used in that study, namely P/D=1.125 and 1.250, and were set 
at shear parameters K of 0.00 and 0.05. At a condition of no shear flow which 

is referred to as uniform flow, the flow behaviour around the two cylinders 

behaves as a single cylinder. Similar research [15]-[16], indicates that the peak 
of the vortex shedding is weaker and more swirling near the base of the 
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cylinder. At short and medium distances, there has been a change in the 
Strouhal number followed by a change in the flow pattern. Other research with 

similar methods has also been carried out, namely numerical simulation using 

the LES method. The result shows that the inner lift force occurs at a distance 
P/D=1.5 - 3.0 and angle=10° because the existence of the flow passes through 

the narrow gap between the cylinders [17]. The lift force on the outer side 

occurs at a distance of P/D=3 - 4 and angle=20°, due to the interaction between 
the vortices that are released from the upstream cylinder and re-attaches to the 

downstream cylinder. Experimental test of flow passing through two circular 

cylinders arranged side by side, tandem, and staggered has also been studied 
[18]. The result shows that at low flow velocity U* < 7, the vibration can be 

damped, while at higher flow velocity U* ≥ 7, the oscillation increases. In 

addition, in the tandem arrangement, the vibration is smaller [18]. 
The flow passes through three circular cylinders [19]-[20] in an 

equilateral triangle arrangement, showing that the drag reduction for the 

upstream cylinder is found at an angle, α=10°. For the upper downstream 
cylinder, it occurs at an angle of 25°, and for the lower downstream cylinder, 

it occurs at an angle of α=20° [19]. The smallest drag coefficient occurs at 

distances (N/d)=1.7 and 2.2 [20]. The use of IDB in front of the upstream 
cylinder [21] with L/D variations can reduce the drag for the upstream cylinder 

and also significantly affects the distribution of Cp and the velocity profile 

behind three circular cylinders in a staggered arrangement. Similar studies 
have also been carried out using multiple relaxation time (MRT) based lattice 

Boltzmann method (LBM) [22]-[23]. The results of these studies show that the 

staggered arrangement has a significant effect on the wake structure, force 
fluctuations, and vortex shedding. Flow through three circular cylinders with 

varying turning angle β=0°, 30°, and 60° shows that the upstream cylinder 

greatly affects the downstream cylinder, and the drag coefficient decreases as 
the velocity decrease [24]. Yang et al. [25] showed that P/d and turning angle 

affect significantly the flow passes three equilateral circular cylinders 

arrangement. Simulation studies of the flow through three circular cylinders in 
tandem, side by side, and staggered arrangement using the Boltzmann 

boundary-lattice method indicate various flow patterns that influence the 

vortex shedding structures and flow properties [26]. The average shift position 
and hydrodynamic forces of two circular cylinders arranged side by side 

located behind a stationary upstream cylinder are significantly influenced by 

the upstream cylinder wake and the wake-vortex interaction of the upstream 
cylinder [27]. 

Numerical simulation using the 2-D finite volume method for three 

circular cylinders in a triangular arrangement has also been carried out [28]. 
The variations in L/D, the orientation angle (0° and 180°), and the flow 

Reynolds number (Re=100 and 200) were used in the study. At Re=100, the 

flow behind the downstream cylinder is monostable (similar to a single 
cylinder), while at Re=200, the bias flow phenomenon disappears. The study 
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shows that the combination effects of the flow Reynolds number and the 
distance L/D significantly influence the biased-flow pattern of the wake behind 

the cylinder arrangement. A study of flow through square cylinders in 

staggered arrangement [29] shows that the flow is periodic and organized and 
that there are flow disturbances over a large distance ratio. However, when the 

distance ratio decreases, the flow becomes more turbulent due to the influence 

of the larger flow disturbance. The same study with variations of Reynolds 
number and transversal distance (ST/D) and longitudinal distance (SL/D), 

shows that the ratio of distance and Re affect significantly the flow and wake 

formed behind the bluff body arrangement [30]-[31]. The effects of distance 
(ST/D) and (SL/D) on CD and Nu change significantly with changes in the value 

of Ri [31].  

Based on the previous studies, we performed a numerical simulation 
study of the flow through three circular cylinders in the staggered arrangement 

by adding three DB around the upstream cylinder. The staggered arrangement 

of the cylinders is set so that varying in longitudinal distance L/D and are 
constant in transversal distance T/D. This numerical simulation was performed 

using the k-kl-omega transition turbulence model and was analysed at 

Re=2.2x104. The distribution of Cp, distribution of CD, distribution of CL, and 
Strouhal number are presented and analysed in this study. 

 

 

Numerical Methods 
 

Basic equations and numerical simulation domain 
The basic equations, which include the continuity equation and the momentum 

equation, can be written as shown in Equation (1) and Equation (2), 

respectively: 
 

𝜕𝑣𝑖

𝜕𝑥𝑖

= 0             
(1) 

 

𝜌
𝜕𝑣𝑖

𝜕𝑡
+ 𝜌𝑣𝑗

𝜕𝑣𝑖

𝜕𝑥𝑗

+
𝜕𝑃

𝜕𝑥𝑖

− 𝜇∇2𝑣𝑖 = 0,                              
(2) 

 

where 𝑣𝑖,   𝜌, 𝑡, 𝜇, and 𝑃 represent the components, namely velocity, density, 

time, absolute or dynamic fluid viscosity, and pressure, respectively. Figure 1 
shows the numerical simulation domain for three circular cylinders arranged 

in a staggered configuration with three DB’s around cylinder 1. 

The numerical simulation domain and the meshing model used are 
quadrilateral-submap, as shown in Figures 2(a) and (b). Several parameters in 

determining variation can be seen in Table 1.  



Banta Cut, Sutardi and Wawan Aries Widodo 

88 

 
 

Figure 1: The numerical simulation domain and boundary conditions for 

three circular cylinders in a staggered arrangement with three DB’s 

 
Meshing solution and determination of boundary conditions 
Meshing is made using Gambit 2.4.6 software. The type of meshing in this 

numerical simulation is a quadrilateral structured 2-D mesh, as shown in 
Figure 2. The boundary conditions in this study are shown in Table 2. 

 

 
  (a)    (b) 
 

Figure 2: (a) Meshing of three circular cylinders in a staggered arrangement 

with three DB around cylinder 1, and (b) meshing cylinder 1 with DB 
(enlargement) 

 

Table 1: Research parameters 

Research parameters 

Reynolds number 2.2x104 

The ratio of the distance between the centres 

of circular cylinders L/D and T/D 

L/D=1.5, 2.0, 3.0, and 4.0 

T/D=2.0 

Ratio of the diameter of disturbance body to 

the circular cylinder, d/D 
0.16 

The ratio of the gap between the DB and the 
circular cylinder to the circular cylinder 

diameter, /D 

0.16 



Dynamic Behaviour of Flow Through Three Circular Cylinders Around the Upstream Cylinder  

 

89 

Processing 
 

Physical phenomenon modelling 
This numerical simulation was carried out using ANSYS Fluent® software version 
19.1, with the modelling of physical phenomena including pressure-based solver, 

unsteady flow, and the transition k-kl-ω turbulence model [32]-[33]. This 

turbulence model was chosen for the flow with Re in the transition range [32]-
[33]. The fluid is air at atmospheric pressure with an average temperature of 

27 °C. The air density (ρ) and the absolute fluid viscosity (μ) are set to be 1.225 

kg/m3 and 1,7894 x 10-5 kg/m.s, respectively. 
 

Boundary conditions and solution method 
In this study, the inlet velocity of the fluid is 14.1 m/s which corresponds with 
the flow with the Reynolds number of 2.2x104. The inlet turbulence intensity 

and the hydraulic diameter are to be set at 0.04 and 300 mm, respectively. The 

solution method for the pressure-velocity coupling is set as SIMPLEC, while 
the spatial discretization for pressure, momentum, turbulent kinetic energy, 

and the specific dissipation rate is set to be the second order upwind to obtain 

good accuracy on the simulation results. The residual value is set on the order 
of 10-6, and the method used for initialization is the hybrid initialization 

method. 

 
Table 2: Boundary conditions 

 

To be able to capture the phenomenon of vortex shedding around and 
behind the bluff body arrangement, the iteration uses a small-time step size. 

The time step size value is based on the Strouhal number. For flow passes 

through a circular cylinder, the Strouhal number within a quite wide Reynolds 
number range is approximately 0.2 [34]. Then; 

 

𝑆𝑡 = 0.2 =  
𝑓 𝑥 𝐷

𝑈
 .                                                                                           (3)  

 
Next, the time cycle and time step size are determined using Equation (4). 

 

𝑡 =
1

𝑓
                                                                                                               (4) 

Name Type 
Inlet Velocity inlet 

Outlet Outflow 
Upper wall Wall 
Lower wall Wall 

Circular cylinder Wall 

Disturbance body (DB) Wall 
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Post-processing 
In the post-processing of the numerical simulation, a grid independence test is 

performed to evaluate the best meshing quality with the smallest error. The 

grid independence test is carried out using six types of meshing density, 
starting from a loose mesh (coarse), medium, fine, and very fine. The results 

of this test are then expressed in the form of Y+ and drag coefficient (CD) 

(Tables 3 and 4), and compared with the results of previous studies [20], [23]. 
This Y+ result is very necessary to obtain the best meshing density with the 

smallest error, also to determine the shear stress near the wall more accurately, 

and thus the smallest errors CD. 
The results of numerical simulations for six types of meshing show that 

mesh D with a meshing density of 180,765, the average in Y+ is 2.159 (see 

Table 3). This result is close to the results of mesh E and F, which are more 
tightly packed. Hence, for the need for running time efficiency, mesh D is used 

for the rest of this study. Evaluation of CD (Table 4) shows that the smallest 

error of the six types of meshing is also for the mesh density of 180,765. 
 

Table 3: Grid independence to Y+ 

 

Table 4: Grid independence test of drag coefficient 

 

Experiment [20] Cyl. 1 Cyl. 2 Cyl. 3 
Simulation 

[23] 
Cyl. 1 Cyl. 2 Cyl. 3 

CD 0.7 0.8 1.0 CD 0.9 1.1 1.1 

Present 
study 

(Num) 

CD Difference CD Difference CD Different 

Nodes Cyl. 1 [20] [23] Cyl. 2 [20] [23] Cyl. 3 [20] [23] 

42,362 0.920 24% 2% 1.133 29% 3% 1.194 16% 8% 

98,157 0.956 27% 6% 1.198 33% 8% 1.127 11% 2% 

160,530 0.940 26% 4% 1.065 25% -3% 1.152 13% 5% 

180,765 0.919 24% 2% 1.089 27% -1% 1.115 10% 1% 

200,216 0.935 25% 4% 1.287 38% 15% 1.265 21% 13% 

220,227 0.954 27% 6% 1.209 34% 9% 1.233 19% 11% 

 
 

Number Nodes Y+ Maximum Y+ Minimum Y+ Average 

Mesh A 42,362 6.793 0.199 3.291 
Mesh B 98,157 5.721 0.074 4.395 
Mesh C 160,530 5.276 0.085 4.876 
Mesh D 180,765 4.120 0.112 2.159 

Mesh E 200,216 4.119 0.111 2.158 
Mesh F 220,227 3.612 0.111 1.912 
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Results and Discussion 
 

The results of the present study will be presented in the form of the distribution 

of Cp, CD, and CL. In addition, the velocity profiles and flow visualization 
results will also be presented and analysed. The CD will be validated with 

experimental data [20] and numerical simulation results [23]. 

 
Distribution of Cp for three circular cylinders in a staggered 
arrangement with three disturbance bodies 
The Cp distribution for the staggered arrangement of three circular cylinders 
with DB is shown in Figure 3. On cylinder 1 for all distances (L/D=1.5, 2.0, 

3.0, and 4.0), the average stagnation point occurs at θ=24º (Table 5). Based on 

the present numerical results, the average location of the stagnation points, or 
more accurately the re-attachment points, of cylinder 1 do not change 

significantly with the presence of DB. Aside from the flow separation points 

from the cylinder shifted slightly backward resulting in a narrowing of the 
wake area. Up to this stage, however, we have not yet discussed the shift of 

the temporal stagnation and separation points. Furthermore, the flow interacts 

with the bluff body of cylinder 1 and experiences acceleration because the flow 
passes through a narrow space (Figure 4). This acceleration causes a decrease 

in Cp drastically to values of -1.6, -0.75, and -1.65 for L/D=1.5, 2.0, and 3.0, 

respectively. For L/D=4.0, the Cp is minimum (Cpmin= -1.67). The values of 
Cpmin for cylinder 1 for all distances (L/D) are almost the same (within ~ 4%), 

except for L/D=1.5. At a distance of L/D=1.5, some researchers called it a close 

distance between the upstream cylinder and the downstream cylinder, which is 
known as the bistable effect (Figure 3(a)). The separated flow from cylinder 1 

and its impingement on cylinders 2 and 3 will have a significant effect on the 

wake of cylinder 1. Hence, the presence of the disturbance body (DB) on the 
main cylinder along with the attendance of the downstream cylinders affects 

the asymmetrical flow at the upper and lower sides. (Figures 4(a) and 5(a)) 

For cylinder 2 and cylinder 3, the distribution of Cp is symmetric, where 
the distribution of Cp on the upper side of cylinder 2 is similar to the 

distribution of Cp on the lower side of cylinder 3, and vice versa. Next, the 

distribution of Cp on the lower side of cylinder 2 resembles the distribution of 
Cp on the upper side of cylinder 3. However, the distribution of Cp in cylinder 

2 and cylinder 3 is very fluctuating, where the maximum Cp occurs at different 

angles. At L/D=2 the maximum Cp occurs at an angle=4º for cylinder 2 and an 
angle=353º for cylinder 3. For L/D=1.5 and 3.0, the maximum Cp for cylinder 

2 occurs at =4º, and for cylinder 3 is at =356º with the maximum Cp being 

1.0. At L/D=4, however, the maximum Cp occurs at =12º for cylinder 2 and 

at =348º for cylinder 3. Figure 5 provides a detailed description of the flow 

velocity through a staggered arrangement of three circular cylinders with DB. 

The phenomenon of bubble separation after the flow hits DB for all 
distances (L/D), can be seen in Figure 4. The flow that passes through the 
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narrow gap between DB at an angle of 0º with cylinder 1 and behind DB at  
=120º and 240º, causes the flow more turbulent and reattaches to the surface 

of cylinder 1 (Figure 5). The use of 3 DB at angles=0º, 120º, and 240º is 

intended to agitate the boundary layer development on the cylinder wall and 
delay the boundary layer separation from the cylinder wall. Figures 4 and 5 

show a qualitative description of the location of the boundary separation due 

to the addition of interfering bodies. In addition, in Figure 5, the positions of 
stagnation and separation points have also been marked and have been 

included in Table 5. In Table 6, we show a comparison of the CD between this 

study and that of Yan et al. [23].  
 

 
Figure 3: Distribution of Cp on three circular cylinders in staggered 

arrangement with three DB at angles of 0º; 120º, and 240º, (a) L/D=1.5, (b) 
L/D=2.0, (c) L/D=3.0, and (d) L/D=4.0 

 

Vortex shedding formation behind the cylinder arrangement is also 
strongly influenced by the flow disturbances separated from the DB. For 

example, for L/D=2.0 and 3.0 with a certain time step, the vortex on the upper 

side rotates clockwise, while the vortex on the lower side rotates 
counterclockwise. The vortex movement above cylinder 2 and below cylinder 

3 has high turbulence intensity. This vortex interaction is conjectured to be 

responsible for the highly fluctuating lift (CL) of the cylinder. 
 

(d) 

(a) (c) 

(b) 
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Figure 4: Visualization of velocity magnitude (m/s) on three circular 

cylinders in staggered arrangement with three DB at angles of 0º, 120º, and 

240º; (a) L/D=1.5, (b) L/D=2.0, (c) L/D=3.0, and (d) L/D=4.0 
 

Drag and lift coefficients 
Figure 6 shows the distribution of CD' on all cylinders investigated in this study. 
The distribution of CD' of cylinder 1 for all values of L/D, is much smaller than 

the value of CD' of cylinders 2 and 3. This is because the use of DB around 

cylinder 1 has a significant effect on flow separation that occurs in cylinder 1. 
The separated flow from DB with high turbulence intensity interacts with the 

boundary layer on cylinder 1. The flow interaction results in the transition of 

the laminar boundary layer on cylinder 1 into the turbulent boundary layer. 
Therefore, this turbulent boundary layer can overcome the adverse pressure 

gradient effect on the cylinder surfaces and delay the boundary layer 

separation. This boundary layer separation delay causes the wake size behind 
the cylinder to become narrower resulting in CD' reduction on cylinder 1.  

In general, the L/D has a significant effect on both CD' and CL' for all 

cylinders. As the distance increases, the character of CD approaches as a single 
cylinder drags characteristics. On average, CD on the cylinder 1 is lower than 

that of the CD on cylinders 2 and 3. The low CD on the first cylinder is probably 

due to the presence of the disturbance bodies. The CD characteristics on 
cylinders 2 and 3 are almost similar since the positions of cylinders 2 and 3 

relative to cylinder 1 are the same. The results of the present CD compared with 

the previous experimental studies [20] are approximately within 6% and within 
approximately 6.5% with the numerical simulation results of [23]. 

(a) (c) 

(b) (d) 
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Figure 5: Velocity path line on three circular cylinders in staggered 

arrangement with 3 DB at angles of 0º, 120º, and 240º; (a) L/D=1.5, (b) 

L/D=2.0, (c) L/D=3.0, and (d) L/D=4.0; 1=stagnation point; 2=separation 
point 

 

Table 5: Stagnation and separation point 
 

Position of stagnation and separation points (angle θ) 

L/D 

Cylinder 1 Cylinder 2 Cylinder 3 

Stagnation 
Separation: 

up, low 
Stagnation 

Separation: 
up; low 

Stagnation 
Separation: 

up; low 

1.5 24 93; 262 5 85; 276 354 84; 264 

2 27 96; 264 4 93; 275 353 89; 261 

3 27 96; 265 7 92; 268 350 95; 265 

4 341 133; 259 12 95; 262 348 92; 265 

 
Lift characteristics for all three cylinders are also significantly affected 

by the distance L/D. As the distance increases up to L/D=4.0, this lift 

fluctuation is still clearly discerned. Next, the separated flow from cylinder 1 
followed by the nozzle effect of the flow in the gap between cylinders 2 and 3 

may have a significant effect on the cylinder lift characteristics. The high flow 

(a) 

(b) (d) 

(c) 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 
2 

2 

2 

2 2 

2 

2 

2 

2 

2 

2 

2 
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velocity between cylinders 2 and 3 creates a low-pressure region resulting in 
the unsymmetrical lift characteristics of the two cylinders.  

 

 
Figure 6: Coefficients of drag and lift on three circular cylinders in staggered 

arrangement with three DB at angles of 0º, 120º, and 240º; (a) L/D=1.5, (b) 
L/D=2.0, (c) L/D=3.0, and (d) L/D=4.0 

 

Vorticity contour analysis  
Figure 7 shows the vorticity magnitude of the three-cylinder arrangement with 

three DB around cylinder 1. The results show that the shear layer that is 

released from cylinder 1 for all L/D still greatly affects cylinder 2 and cylinder 
3 events for the larger L/D. The vorticity development around those cylinders 

is strongly affected by the interaction of the two shear layers from the upper 

and lower sides of the cylinder arrangement. The larger the shear layer that is 
released, the greater the vorticity magnitude formed. In the flow with high 

shear, the vorticity magnitude is large, and the flow structure is very fluctuating 

between the upper and lower sides of the cylinder. This difference in vorticity 
can be seen in the different colours in Figure 7. The red colour shows the higher 

vorticity magnitude, while the blue indicates the lower value of vorticity or 

shear layer. This difference in vorticity region results in the different 
fluctuating CL for different cylinder configurations. This vorticity is also 

strongly influenced by the Strouhal number (St=fD/U) that also affected by the 

ratio L/D. 

(a) 

(b) (d) 

(c) 
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Figure 8 shows power spectral density (PSD) based on the fluctuating 
CL and the effect of L/D on the cylinder vibration frequency that is expressed 

in terms of Strouhal number (fD/U), where D and U are cylinder diameter and 

freestream velocity, respectively. The frequency, f, is adapted from the 
fluctuating lift signals for each cylinder. In the present study, as the distance 

L/D increases from 1.5 to 4.0, the amplitude of the fluctuating lift also 

increases. In general, the peak of the amplitude of the fluctuating lift of 
cylinder 1 is lower than that of cylinders 2 and 3, while the amplitudes of the 

fluctuating lift of cylinders 2 and 3 are almost similar. The Strouhal numbers 

in the present study are between 0.14 and 1.80, where these values are in good 
agreement with many literatures for the same Reynolds number range 

(Re=2.2x104) [35]. 

 

 
  (a)       (c) 

 

 
  (b)       (d) 

 

Figure 7: Contour of vorticity (s-1) for three circular cylinders in staggered 

arrangement with three DB at angles 0º, 120º, and 240º; (a) L/D=1.5, (b) 
L/D=2.0, (c) L/D=3.0, and (d) L/D=4.0 
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Figure 8: Strouhal number for three circular cylinders in staggered 

arrangement with three DB at angles 0º, 120º, and 240º; (a) L/D=1.5, (b) 

L/D=2.0, (c) L/D=3.0, and (d) L/D=4.0 

 
 

Discussion 
 

The distribution of CD' and CL' for three circular cylinders in staggered 
arrangement differs from that occurs in a single-cylinder configuration. The 

values of CD' and CL' for cylinder 1, cylinder 2, and cylinder 3 obtained in this 

study are in good agreement with the results of previous studies. The 
comparison of the present results and the previous experimental results [20] as 

well as the numerical simulation [23], are shown in Table 6 and Figure 9. 
However, the fluctuations in the distribution of CD' and CL' that occur in the 

simulation results of Yan et al. [23] are much larger. This is due to the 

difference in Reynolds number and the difference in the cylinders and the DB 
configuration between the present study and the previous ones. 

The existence of three DB around cylinder 1 at positions of 0º, 120º, 

and 240º can reduce CD as a whole system when compared with the CD of Yan 
et al. study [23] (Table 6). The drag of cylinder 1 is reduced up to 6%, 18%, 

20%, and 16% for L/D=1.5, 2.0, 3.0, and 4.0, respectively. For cylinders 2 and 

3, the drag reductions are up to 2% and 3% at L/D=1.5, 11% and 13% at L/D=3, 

(d) 

(a) (c) 

(b) 



Banta Cut, Sutardi and Wawan Aries Widodo 

98 

and 14% and 17% at L/D=4. This CD reduction is most probably due to the 
presence of the disturbance body (DB) situated around cylinder 1. The 

existence of this DB can significantly modify the boundary layer structure 

around cylinder 1 resulting in narrowing the wake size behind cylinder 1. This 
wake reduction causes a reduction in CD, not only for cylinder 1 but also for 

cylinders 2 and 3. On the contrary, for L/D=2, there was an increase in CD by 

1% for cylinders 2 and 3. Furthermore, in this three-cylinder arrangement, 
cylinder 2 exhibits the lowest value of CL among the others (Figure 9). The 

cause of low CL for cylinder 2 is caused by the higher flow velocity passing 

through the narrow gap between cylinder 2 and cylinder 3. 
 

Table 6: Comparison of CD between the present study and Yan et al. [23] 

 

Yan et 
al. [23] 

Cylinder 1 Cylinder 2 Cylinder 3 

CD 0.9 1.1 1.1 
Present 
Study 

CD CD CD 

L/D 
Cylinder 

1 
Difference 

Cylinder 

2 
Difference 

Cylinder 

3 
Difference 

1.5 0.852 -6% 1.080 -2% 1.063 -3% 
2.0 0.761 -18% 1.115 1% 1.116 1% 
3.0 0.748 -20% 0.995 -11% 0.974 -13% 
4.0 0.776 -16% 0.962 -14% 0.940 -17% 

 

 
 

Figure 9: CD and CL for three circular cylinders in staggered arrangement 

with three DB at =0º, 120º, and 240º for L/D=3 compared with the previous 
studies [23] 
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Conclusion 
 

Some conclusions that can be drawn from the results of the present study are 

as follows: 

i. The use of three DB at =0º, 120º, and 240º, can reduce CD significantly 

on three circular cylinders arranged in stagger. The maximum reduction 

in CD is up to approximately 20%  compared to the simulation results of  
Yan et al. [23]. The reduction in CD seems a function of the longitudinal 

distance between cylinders (L/D).  

ii. At L/D=1.5, CD for the cylinder 2 is greater than that for cylinder 1, while 
at L/D=2.0 there was an increase in its CD. With a further increase in L/D, 

the CD for cylinder 2 tends to decrease. 

iii. At L/D=1.5, there is a small reduction in CD for cylinder 3, up to 

approximately 3%. At L/D=2.0, on the other hand, there is an increase in 

its CD up to 1%, although this value is probably within the uncertainty 

value. Similar to that of CD on cylinder 2, further increase in L/D, up to 

about 4.0, the CD for cylinder 3 tends to decrease. 
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ABSTRACT 

In this article, functionally graded plates’ buckling and bending analyses are 

investigated using a new shape function. The parabolic transverse shear 
stresses throughout the thickness are regarded by this function as meeting 

the shear stress-free surface conditions and enabling an accurate 

distribution of shear deformation according to the thickness of the plate 
without integrating shear correction factors. Compared to previous shear 

theories, this higher-order shear theory has the fewest unknowns. The 

equations for the functionally graded plates are produced by employing the 
Hamiltonian principle, and the solutions are obtained using Napier’s 

technique. The outcomes of the current analysis are provided and contrasted 

with those found in the literature. 

Keywords: Hamilton's Principle; Shape Function; Buckling; Bending 

Introduction 

Advanced composite material known as Functionally Graded Material 
(FGM) has compositions that change depending on the performance needed. 

The volume fractions of the elements are continuously graded and altered to 

create the FGM [1], which may be used for a variety of applications 
including thermal coatings for ceramic engines, gas turbines, nuclear fusion, 

optical thin layers, biomaterial electronics, and more. 
The use of Functionally Graded (FG) plate designs in engineering 

over the past few years has led to the creation of numerous plate theories that 
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can accurately forecast the vibration, bending, and buckling, behaviours of 
FG plates [2]. The Classical Plate Theory (CPT) is supported by the concepts 

of Love Kirchhoff [3]. In which the effects of deformation in transverse 

shears are ignored and a line parallel to the mean plane of the plate remains 
perpendicular after deformation. To account for the transverse shear effect, 

the first-order transverse shear strain theory expands the traditional plate 

theory. In this case, the tangential stresses remain constant across the 
thickness of the plate, necessitating the employment of correction factors [4]. 

There are studies on First-Order Shear Deformation Theory (FSDT) that led 

to the Reissner - Mindlin plate model, as well as [5]-[9].  
Higher Order Shear Deformation Theory (HSDT), a subclass of finer 

theories, is based on the growth of thickness displacement to an order of two 

or more. These theories are particularly well adapted to simulate the 
behaviour of thin, moderately thick, and thick plates, where transverse strain 

is important. While the higher-order theory is predicated on a nonlinear 

distribution of the fields in the thickness, the bulk of these models use a 
Taylor series expansion [10]. The consequences of transverse shear strain 

and/or transverse normal strain are therefore considered. For these models, 

correction adjustments are not necessary. These models are mentioned in [7], 
[11]-[13].  

There has been extensive research on the behaviour of functionally 

graded plates and shells. Cheng and Batra [14] examined the deflections of a 
homogeneous Kirchhoff plate to those of a simply supported reinforced 

composite polygonal plate using calculations from first-order shear strain 

theory and third-shear deformation theory. Cheshmeh et al. [15] employed 
HSDT to carry out a numerical study on the thermal vibration and buckling 

analysis of CNTRC-composite plates in various forms. Kulkarni et al. [16] 

provided an analytical solution based on the inverse trigonometric shear 
deformation theory for the buckling and bending analysis of FGP. 

Rectangular FG plates exposed to non-linearly distributed plane edge stresses 

were examined for buckling [17]. They used a non-mesh technique for their 
analysis. Additionally, they arrived at a closed-form solution for a simply 

supported plate by investigating the buckling analysis of a rectangular FG 

plate utilizing FSDT [18].  
The bending analysis of FG plates was provided by [19] using a two-

variable improved plate theory. Bodaghi and Saidi [20] focused on the study 

of buckling caused by different mechanical and thermal loads on rectangular 
thick FG plates. The third-order shear deformation plate theory was used [21] 

to develop a new, better plaque theory for FGM plaques that only had four 

unknown functions. Becheri et al. [22] investigated the buckling and 
vibration of symmetrically laminated plates. They applied shear deformation 

theories of the first and third orders for the thermos-elastic deformation of 

simply supported, functionally graded plates with constrained dimensions, 
Pelletier and Vel [23] presented an accurate 3-D solution. For the bending 
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analysis of rectangular FG plates, Zenkour [24] displayed a 3-D elasticity 
solution, where Young's modulus of the plate is presumptively assumed to 

vary exponentially with thickness coordinate and Poisson's ratio constant. 

The buckling and bending of FG plates are discussed in this article 
using a novel shape function that is used to develop an HSDT with only four 

unknowns. The defining differential equations are then reduced to a set of 

ordinary differential equations linked in the thickness direction and resolved 
using Navier's methods for simply supported rectangular plates. Numerical 

findings for the FG plate are shown. To make the results believable, 

displacements and stresses for different homogenization procedures and 
exponents in the power law that govern the variation across the thickness of 

the plate are supplied. 

 
 

Some Shape Functions 
 
A novel shape function for shear deformation is created and shown using 

several models, which are listed in Table 1. 

 
Table 1: The shape functions of several HSDT 

 

Models 
Shear strain shape 

function  
Derivative  

Reissner et al. [5] 

  
 

Ambartsumyan [25] 
  

Soldatos [26] 
  

Touratier [27]   
Zenkour [24]                

Karama et al. [28] 
  

 

Grover et al. [29]                 
Benbakhti et al. [30] 

Meftah et al. [31]         
 

Present model       
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Theoretical Formulations 
 

Take into account an FG plate with the dimensions of a, b, and h as 

illustrated in Figure 1. The material characteristics of the FG plate vary with 
plate thickness due to a power law of the elements' volume fractions. The FG 

plate is made up of ceramic and metal parts. 

 

 
 

Figure 1: FG plate and coordinates 

 
Properties of efficient materials of FG plates 
Thai and Choi [32] denote the material qualities of FG plates. 

 

   (1) 

 
Pc and Pm are the matching material qualities of the ceramic and metal placed 

on the plate's top and bottom surfaces, respectively. The volume proportion 

of the ceramic Vc material is as follows: 
 

  (2) 

 

Here p denotes the positive power-law index and ; zirconia 

distribution along plate thickness, Elastic modulus of the FG plate is 

provided by the exponential law [24]: 
 

  (3) 

 
The homogenous Elastic modulus of materials is indicated by E0. 

 

Higher-order shear deformation theories 
At the plate's coordinates (x, y, and z), a material point has the following 

displacement field: 
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(4) 

 

With, u, v, and w the directions are moved in x, y, z, and u0, v0, and w0 
are deviations from the median plane,  owing to bending, the plane rotates. 

f(z) represents the mode shapes determining the thickness-dependent stress 

and transverse deformation distributions, in this case, I created a new shape 
function in the form:  

 

  (5) 

 
Kinematic and constitutive relations 
 

 

(6a) 

 

 

(6b) 

 

For elastic FGMs, the constitutive relations can be written as follows: 
 

  (7) 

 

where: 

                           (8a)
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      (8b) 

 

Equations of motion 
Here, the constitutive equations and the relevant motion equations for the 

displacement field are acquired using Hamilton's rule. The analytical 
formulation of the principle is as follows: 

 

  (9) 

 
: variation of the deformation energy;  : work done;  : variation of 

the kinetic energy of the FGM plate. The fluctuation of the plate's strain 

energy is determined by: 
 

   
  

 
 

 

(10) 

  
The definitions of solicitations with N, M, and Q are: 

 

  

 
(11a) 

  

 
(11b) 

 

  
(11c) 

  (11d) 

 
The transverse loads and the fluctuation of the work done in the plane 

are given by: 
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  (12) 

 

Such as: 

 

  
(13) 

 

The following factors affect how kinetic energy fluctuates: 

 

 
   

(14) 

The mass density denoted by  , the time variable t is 

differentiated using the dot-superscript convention, and ( ) are mass 

inertias. 

 

  (15) 

 

Replacing Equation (10), Equation (12), and Equation (14) into 
Equation (9) and integrating the displacement gradients by parts and setting 

the coefficients of to zero separately. The resulting 

motion equations are as follows:  

 

  
(16a) 

  
(16b) 

 

(16c) 
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(16d) 

 

The stress resultants are given by replacing Equation (6a) with 
Equation (7) and the findings there form into Equations (11a), (11b), (11c), 

and (11d). 

 

  (17) 

 

  
(18) 

 
where  are the plate’s stiffness defined by:  

 

  (19) 

 

 

(20) 

The motion equations can be expressed in the form of displacements. 

(u0, v0, w0 et φ) by substituting Equations (17 and 18) into Equation (16) as 
follows: 

 

 
 

(21a) 

 

(21b) 
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(21c) 

 

    

 

 

 

(21d) 

 

 

Analytical Solutions for the FG Plate 
 

The displacement variables are written as a combination of arbitrary 
parameters and well-known trigonometric functions to ensure that the motion 

formulas and boundary conditions are respected. The Navier solution method 

is used for this. 
 

  (22) 

 

  

 

(23) 

 

The double Fourier sinus series expands the transverse force q as well:  

 
  (24) 

 
and  are natural numbers, a and b are the dimensions of the plate 

according to the x and y axes, correspondingly,  for a load with a 
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sinusoidal distribution. Taking into account that the plate is experiencing a 
compressive load in its plane: 

 

 ,  

 

is a non-dimensional load parameter. Substituting Equation (22) into 

Equation (21), it’s discovered the problem: 

  

 

(25) 

 
where: 

 

 

 
 

 

 
 

 
 

 

 

 
 

 
 

(26) 

Numerical example 
We study a rectangular, simply supported FG plate with dimensions a and b, 

located, respectively, in the x- and y-axes (see Figure 1). In Table 2, the 
material qualities are listed. 
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Table 2: Qualities of plate materials 

 

Material 
Young’s 

modulus (GPa) 

Mass density 

 (kg/m3) 

Poisson’s 

ratio 

Aluminium (Al) 70 2.702 0.3 

Alumina (Al2O3) 380 3.800 0.3 

Zirconia (ZrO2) 151 3.000 0.3 

Silicon carbide (SiC) 420 3.210 0.3 

 
The accuracy of the current analysis is examined in the section that 

follows, which also examines the effects of the geometric ratio and the 

power-law index on the deflections, stresses, and critical buckling loads of 
FG plates. The following dimensionless parameters are chosen because they 

are more practical: 

 

  (27) 

 

 
 

  

(28) 

 

  
(29) 

 

Bending analysis 
To check the accuracy of the proposed model in investigating the bending, 

Tables 3 (square plates, h/a=0.1) and 4 determine the central deflections, 
transverse shear stresses, and normal stresses of plates (Al/Al2O3) under 

sinusoidal loads. The outcomes of several shear deformation theories were 

compared, including quasi-3D, 3D, sinusoidal shear deformation theory 
(SSDT), third-order shear deformation theory (TSDT), and those that took 

into account both transverse shear and normal stresses. It can be seen from 

these results that the computations based on the present 2D (HSDT) theory 
present an excellent agreement with those predicted by the other theories of 

TSDT [33] and HSDT [34] and present a good correlation with those 

predicted by Quasi-3D [35], Quasi-3D [36], SSDT [37], and HSDT [38]. 
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Table 3: Dimensionless (  of square plates (Al/Al2O3) 

 

p Theory 
     

1 Quasi-3D [35] 0.6436 0.5875 1.5062 0.6081 0.2510 

Quasi-3D [36] 0.6436 0.5876 1.5061 0.6112 0.2511 

SSDT [37] 0.6626 0.5889 1.4894 0.6110 0.2622 

HSDT [38] 0.6398 0.5880 1.4888 0.6109 0.2566 

TSDT [33] 0.6414 0.5890 1.4898 0.6111 0.2599 

HSDT [34] 0.6414 0.5891 1.4898 0.6111 0.2608 

HSDT [39] 0.6401 0.5883 1.4892 0.6110 0.2552 

Present 0.6414 0.5890 1.4898 0.6111 0.2608 

2 Quasi-3D [35] 0.9012 0.7570 1.4147 0.5421 0.2496 

Quasi-3D [36] 0.9013 0.7571 1.4133 0.5436 0.2495 

SSDT [37] 0.9281 0.7573 1.3954 0.5441 0.2763 

HSDT [38] 0.8957 0.7564 1.3940 0.5438 0.2741 

TSDT [33] 0.8984 0.7573 1.3960 0.5442 0.2721 

HSDT [34] 0.8984 0.7573 1.3960 0.5442 0.2721 

HSDT [39] 0.8961 0.7567 1.3947 0.5439 0.2721 

Present 0.8984 0.7573 1.3960 0.5442 0.2737 

4 Quasi-3D [35] 1.0541 0.8823 1.1985 0.5666 0.2362 

Quasi-3D [36] 1.0541 0.8823 1.1841 0.5671 0.2362 

SSDT [37] 1.0941 0.8819 1.1783 0.5667 0.2580 

HSDT [38] 1.0457 0.8814 1.1755 0.5662 0.2623 

TSDT [33] 1.0502 0.8815 1.1794 0.5669 0.2519 

HSDT [34] 1.0502 0.8815 1.1794 0.5669 0.2537 

HSDT [39] 1.0466 0.8818 1.1766 0.5664 0.2593 

Present 1.0502 0.8815 1.1794 0.5669 0.2537 

8 Quasi-3D [35] 1.0830 0.9739 0.9687 0.5879 0.2262 

Quasi-3D [36] 1.0830 0.9739 0.9687 0.5879 0.2261 

SSDT [37] 1.1340 0.9750 0.9466 0.5856 0.2121 

HSDT [38] 1.0709 0.9737 0.9431 0.5850 0.2140 

TSDT [33] 1.0763 0.9747 0.9477 0.5858 0.2087 

HSDT [34] 1.0763 0.9746 0.9477 0.5858 0.2088 

HSDT [39] 1.0719 0.9744 0.9444 0.5852 0.2117 

Present 1.0763 0.9746 0.9477 0.5858 0.2088 

 

The variations in-plane displacement, normal and tangential stresses 

across the thickness of the square plate (Al /Al2O3) are shown in Figure 2. It 
can be seen that the lower part of the plate is in tension and the upper part. In 

compression, the dimensionless displacement increased with the increase in 

the power index, and was equal to zero, for (z/h= 0). 
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Table 4: Dimensionless deflection ( ) of plates (Al/Al2O3) 

 

h/a a/b Theory 
p   

0.1 0.3 0.5 0.7 1 1.5 

0.5 1 3D [24] 0.576
9 

0.524
7 

0.476
6 

0.432
4 

0.372
7 

0.289
0 Quasi-3D 

[40] 
0.573

1 
0.518

1 
0.467

9 
0.422

2 
0.361

2 
0.277

1 Quasi-3D 

[41] 

0.577

6 

0.522

2 

0.471

6 

0.425

5 

0.364

0 

0.279

2 HSDT [38] 0.636

3 

0.575

2 

0.519

5 

0.468

7 

0.401

8 

0.307

9 HSDT [34] 0.636

2 

0.575

1 

0.519

4 

0.468

7 

0.401

1 

0.307

9 HSDT [39] 0.621

1 

0.561

5 

0.507

3 

0.457

9 

0.392

1 

0.301

4 Present 0.619
6 

0.575
0 

0.519
0 

0.468
0 

0.399
8 

0.305
5 0.5 3D [24] 1.194

4 

1.085

9 

0.986

4 

0.895

2 

0.772

7 

0.601

7 Quasi-3D 

[40] 

1.188

0 

1.074

0 

0.970

1 

0.875

5 

0.749

4 

0.575

8 Quasi-3D 

[41] 

1.193

8 

1.079

0 

0.974

8 

0.879

7 

0.753

0 

0.578

5 HSDT [38] 1.277

6 

1.155

3 

1.044

1 

0.943

1 

0.809

3 

0.623

8 HSDT [34] 1.277
5 

1.155
3 

1.044
1 

0.943
1 

0.808
6 

0.623
8 HSDT [39] 1.256

9 

1.136

7 

1.027

5 

0.928

4 

0.796

5 

0.615

3 Present 1.256

7 

1.155

1 

1.043

6 

0.942

2 

0.807

1 

0.621

0 0.3

3 

3D [24] 1.443

0 

1.311

6 

1.191

3 

1.081

2 

0.933

4 

0.727

5 Quasi-3D 

[40] 

1.435

4 

1.297

7 

1.172

2 

1.058

0 

0.905

7 

0.696

2 Quasi-3D 
[41] 

1.441
9 

1.303
5 

1.177
4 

1.062
6 

0.909
6 

0.699
1 HSDT [38] 1.534

1 

1.387

4 

1.254

0 

1.132

9 

0.972

5 

0.750

6 HSDT [34] 1.534

0 

1.387

3 

1.254

0 

1.132

9 

0.971

9 

0.750

6 HSDT [39] 1.511

5 

1.367

1 

1.236

0 

1.116

9 

0.958

7 

0.741

4 Present 1.510

1 

1.387

2 

1.253

7 

1.132

4 

0.971

0 

0.749

0 0.2
5 

1 3D [24] 0.349
0 

0.316
8 

0.287
5 

0.260
8 

0.225
3 

0.180
5 Quasi-3D 

[40] 

0.347

5 

0.314

2 

0.283

9 

0.256

3 

0.219

6 

0.169

2 Quasi-3D 

[41] 

0.348

6 

0.315

2 

0.284

8 

0.257

1 

0.220

3 

0.169

7 HSDT [38] 0.360

2 

0.325

9 

0.294

9 

0.266

8 

0.229

5 

0.178

5 HSDT [34] 0.360

2 

0.325

9 

0.294

9 

0.266

8 

0.229

5 

0.178

5 HSDT [39] 0.357
5 

0.323
5 

0.292
7 

0.264
9 

0.228
0 

0.177
5 Present 0.359

1 

0.326

0 

0.295

2 

0.267

3 

0.230

5 

0.180

3 0.5 3D [24] 0.815

3 

0.739

5 

0.670

8 

0.608

5 

0.525

7 

0.412

0 Quasi-3D 

[40] 

0.812

0 

0.734

3 

0.663

5 

0.599

2 

0.513

6 

0.396

2 Quasi-3D 

[41] 

0.814

5 

0.736

5 

0.665

5 

0.600

9 

0.515

1 

0.397

3 HSDT [38] 0.832
5 

0.753
4 

0.681
9 

0.617
3 

0.531
9 

0.415
0 HSDT [34] 0.832

5 

0.753

4 

0.681

9 

0.617

3 

0.531

9 

0.415

0 HSDT [39] 0.828

5 

0.749

8 

0.678

7 

0.614

5 

0.529

6 

0.413

5 Present 0.831

1 

0.753

3 

0.681

7 

0.617

0 

0.531

2 

0.413

9 0.3

3 

3D [24] 1.013

4 

0.919

0 

0.833

5 

0.756

1 

0.653

3 

0.512

1 Quasi-3D 
[40] 

1.009
4 

0.912
7 

0.824
8 

0.744
9 

0.638
5 

0.492
7 Quasi-3D 

[41] 

1.012

4 

0.915

5 

0.827

2 

0.747

0 

0.640

4 

0.494

1 HSDT [38] 1.032

5 

0.934

5 

0.845

9 

0.765

9 

0.660

1 

0.515

4   
HSDT [34] 1.032

5 

0.934

5 

0.845

9 

0.765

9 

0.660

1 

0.515

4 HSDT [39] 1.028

1 

0.930

5 

0.842

4 

0.762

8 

0.657

6 

0.513

7 Present 1.031
0 

0.934
4 

0.845
8 

0.765
7 

0.659
6 

0.514
6  

Concerning the greatest axial tension rises as the power index p 

whereas it appears minimal compressed stresses positioned at the lower part 
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of the plate intended certain values of p (p=0, and p=0.5, 

) the axial stress is in tension in the upper part (p=0,  

and p=40, ). 

 

  

Figure 2: In-plane displacement ( ) and stress ( )along the thickness of 

Al/Al2O3 square plates (h/a=0.1) 

 
Figure 3 displays the change in tangential cross-thickness stresses on 

the FG plate, for homogeneous plates, the mid-plane is where the highest 

shear stress is located, and it tends to migrate slightly to the top surface, this 
is an asymmetric characteristic of the FGM through the thickness of the FG 

plate. 

 

  
 

Figure 3: In-plane stress ( ) and ( ) long the thickness of Al/Al2O3 

square plates (h/a=0.5) 

 
Buckling analysis 
Calculated critical buckling loads and compared them to those accessible in 

the literature to assess the efficacy of the current results in forecasting a 
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buckling response of FG plates. The following example investigates the 
buckling reactions of Al/Al2O3 and Al/SiC plates under three different types 

of in-plane loads: uniaxial compression, biaxial compressions, axial 

compression, and tension (γ=0), (γ=1), and (γ=-1), respectively. Because of 
differences in material characteristics over the thickness, stretching-bending 

coupling arises in FG plates. 

 

Table 5: The critical buckling load cr) of Al/SiC square plates (h/a=0.1) 

 

 

Theory 
p 

0 0.5 1 2 5 10 

0 HSDT [39] 37.4215 37.6650 37.7560 37.6327 36.8862 36.5934 

FSDT [42] 37.3708 -  37.7132 37.7089  - -  
HSDT [20] 37.3714 -  37.7172 37.5765  - - 

HSDT [43] 37.3721 -  37.7143 37.6042  -  - 

Present 37.3721 37.6302 37.7143 37.6042 36.9183 36.5615 
1 HSDT [39] 18.7107 18.8325 18.8780 18.8163 18.4431 18.2967 

FSDT [42] 18.6854 -  18.8566 18.8545 -  -  

HSDT [20] 18.6860 -  18.8571 18.8020 -  -  
HSDT [43] 18.6861 -  18.8572 18.8021 -   - 

Present 18.6861 18.8151 18.8572 18.8021 18.4591 18.2807 

-1 HSDT [39] 72.3281 73.4526 73.8426 73.2827 69.9876 68.7244 
FSDT [42] 72.0834 -  73.6307 73.6112 - - 

HSDT [20] 72.2275 -  73.6645 73.1587 - - 

HSDT [43] 72.0983 -  73.6437 73.1436 - - 
Present 72.0983 73.5127 74.2938 74.2403 71.0104 69.0775 

 

When the plate is subjected to in-plane compressive loads, this 

coupling induces deflection and bending moments. 
The results of Table 5 present the critical buckling load of a simply 

supported square plate (Al/SiC) with a constant geometric ratio (h/a=0.1). 

The outcomes are contrasted with those. of the HSDT [39], FSDT [42], 
HSDT [20], and HSDT [43]. The computed results have good accuracy for 

square plates. 

To further illustrate the accuracy of the present theory for a wide 
range of thickness ratio (a/h), geometric ratio (b/a), different values of 

gradient index (p), and different cases of the dimensionless load parameter  

(  ), comparison of the variations of critical buckling load ( cr) of Al/Al2O3 

plates computed by the present theory, HSDT [43] and HSDT [39] is 

presented in Table 6, as seen in the table, there is a good agreement between 

the computed results from the proposed theory and the computed results from 
other HSDT. 
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Table 6: The critical buckling load ( cr) of Al/Al2O3 plates 

 

 

b/a h/a Theory 
p 

0 0.5 1 2 5 10 

0 2 0.2 HSDT[43] 6.7203 4.4235 3.4164 2.6451 2.1484 1.9213 

HSDT[39] 6.7417 4.4343 3.4257 2.6503 2.1459 1.9260 

Present 6.7203 4.4235 3.4164 2.6451 2.1484 1.9213 
0.1 HSDT[43] 7.4053 4.8206 3.7111 2.8897 2.4165 2.1896 

HSDT[39] 7.4115 4.8225 3.7137 2.8911 2.4155 2.1911 

Present 7.4053 4.8206 3.7111 2.8897 2.4165 2.1896 
0.05 HSDT[43] 7.5993 4.9315 3.7930 2.9382 2.4944 2.2690 

HSDT[39] 7.6009 4.9307 3.7937 2.9585 2.4942 2.2695 

Present 7.5993 4.9315 3.7930 2.9582 2.4944 2.2690 

1 0.2 HSDT[43] 16.0211 10.6254 8.2245 6.3432 5.0531 4.4807 
HSDT[39] 16.1003 10.6670 8.2597 6.3631 5.0459 4.4981 

Present 16.0211 10.4629 7.9086 5.94263 4.7928 4.355 

0.1 HSDT[43] 18.5785 12.1229 9.3391 7.2631 6.0353 5.4528 
HSDT[39] 18.6030 12.1317 9.3496 7.2687 6.0316 5.4587 

Present 18.5785 11.9128 8.9338 6.7404 5.6678 5.2707 

0.05 HSDT[43] 19.3528 12.5668 9.6675 7.5371 6.3448 5.7668 
HSDT[39] 19.3593 1.25652 9.6702 7.5386 6.3437 5.7689 

Present 19.3528 12.3413 9.2339 6.9752 5.9399 5.5643 

1 2 0.2 HSDT[43] 5.3762 3.5388 2.7331 2.1161 1.7187 1.5370 
HSDT[39] 5.3934 3.5475 2.7406 2.1202 1.7167 1.5408 

Present 5.3762 3.5388 2.7331 2.1161 1.7187 1.5370 

0.1 HSDT[43] 5.9243 3.8565 2.7689 2.3117 1.9332 1.7517 
HSDT[39] 5.9292 3.8580 2.9710 2.3129 1.9324 1.7529 

Present 5.9243 3.8565 2.9689 2.3117 1.9332 1.7517   
0.05 HSDT[43] 6.0794 3.9452 3.0344 2.3665 1.9955 1.8152 

HSDT[39] 6.0807 3.9445 3.0350 2.3668 1.9953 1.8156 

Present 6.0794 3.9452 3.0344 2.3665 1.9955 1.8152 

 

1 0.2 HSDT[43] 8.0105 5.3127 4.1122 3.1716 2.5265 2.2403 
HSDT[39] 8.0501 5.3335 4.1299 3.1815 2.5230 2.2491 

Present 8.0105 5.2314 3.9543 2.9713 2.3964 2.1775 

0.1 HSDT[43] 9.2893 6.0615 .46696 3.6315 3.0177 2.7264 
HSDT[39] 9.3015 6.0659 4.6748 3.6344 3.0158 2.7293 

Present 9.2893 5.9564 4.4669 3.3702 2.8339 2.6354 

0.05 HSDT[43] 9.6764 6.2834 4.8337 3.7686 3.1724 2.8834 
HSDT[39] 9.6796 6.2826 4.8351 3.7693 3.1718 2.8844 

Present 9.6764 6.1706 4.6169 3.4876 2.9699 2.7821 

-1 2 0.2 HSDT[43] 8.9604 5.8980 4.5551 3.5268 2.8646 2.5617 
HSDT[39] 8.9890 5.9124 4.5676 3.5337 2.8612 2.5679 

Present 8.9604 5.8980 4.5551 3.5268 2.8646 2.5617 

0.1 HSDT[43] 9.8738 6.4275 4.9481 3.8529 3.2219 2.9195 
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HSDT[39] 9.8820 6.4299 4.9516 3.8548 3.2206 2.9214 
Present 9.8738 6.4275 4.9481 3.8529 3.2219 2.9195 

0.05 HSDT[43] 10.1324 6.5753 5.0574 3.9442 3.3259 3.0253 

HSDT[39] 10.1345 6.5742 5.0583 3.9447 3.3255 3.0260 
Present 10.1324 6.5753 5.0574 3.9442 3.3259 3.0253 

1 0.2 HSDT[43] 26.2058 17.7704 13.8486 10.5589 16.9590 6.8970 

HSDT[39] 24.4999 17.9424 13.9872 10.6421 7.9571 6.9626 
Presenta 26.2058 17.7947 13.8958 10.6164 7.9927 6.9132 

0.1 HSDT[43] 35.8416 23.5920 18.2206 14.1073 11.4583 10.2468 

HSDT[39] 35.9559 23.6497 18.2704 14.1349 11.4447 10.2717 
Presenta 35.8416 23.6343 18.3023 14.2113 11.5283 10.2812 

0.05 HSDT[43] 39.4951 25.7100 19.7925 15.4115 12.8878 11.6779 

 HSDT[39] 39.5280 25.7197 19.8065 15.4190 12.8824 11.6857 
Presenta 39.4951 25.7602 19.8890 15.5361 12.9764 11.7220 

a Critical buckling  

 

In Figure 6(a), the buckling responses of the Al/Al2O3 plate, are 
studied for three types of loads in the plane considered: (ɣ=0), (ɣ=-1), and 

(ɣ=1). For the three cases, for the power-law index (P=0) the essential 

buckling load, in terms of value ( cr) is maximum, then with the increase in 

(p) will decrease the critical load ( cr).  

A variety of thickness to the ratio (a /h), varying gradient index values 
(p), and for (ɣ=1), the value of the critical buckling load ( cr) is maximum 

for (p=0), then after certain values of (a/h), the curves remain flat, as plotted 

in Figure 6(b). 
 

  
 

Figure 6: The critical buckling load ( cr) of rectangular plates (Al/Al2O3) 

(b/a=2) is affected by the power-law index p and side-to-thickness ratio 

(a=0.9h) 
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Conclusion 
 

The current study uses a novel 2D HSDT to analyse the buckling and 

bending of simply supported FG plates. By developing a new shear 
deformation shape function, the theory is constructed. Hamilton's rule is used 

to generate equations describing motion. Navier’s technique is used to 

resolve these equations. The results were compared to those given by several 
plate theories for the novel shear deformation shape function employed in 

this work. As a consequence, when compared to the FSDT and other HSDTs 

with a greater number of unknowns, the created HSDT delivers findings with 
extremely good accuracy. As a result, the current model may be used as a 

benchmark to evaluate the effectiveness of approximative numerical 

methods.  
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Appendix 
 

The program  Maple  calculates dimensionless deflection (W bar) of plates 

(Al/Al2O3) 
restart; 

with(linalg); 

pi:=evalf(Pi); 
omega:=0; 

t:=0; 

h:=1; 
m:=1; 

n:=1; 

a:=2*h; 
Ec:=380; 
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Em:=70; 
rhoc:=3800; 

rhom:=2702; 

p:=0.1; 
b:=a; 

qmn:=q0; 

lambda:=m*pi/a; 
beta:=n*pi/b; 

nu:=0.3; 

E(z):=Ec*exp(p*(z/h+0.5));rho(z):=rhoc*exp(p*(z/h+0.5)); 
C11:=E(z)/(1-nu^2);C22:=C11;C12:=nu*C11;C44:=E(z)/(2*(1+nu)); 

C55:=C44;C66:=C44; 

f(z):=(2^5)*h*((z/((2^5)*h))-(1/3)*(z/(2*h))^3);g(z):=diff(f 
(z),z); 

II:=int(rho(z),z=-h/2..h/2); 

I1:=evalf(int(rho(z)*z,z=-h/2..h/2)); 
I2:=evalf(int(rho(z)*z^2,z=-h/2..h/2)); 

J1:=evalf(int(rho(z)*f(z),z=-h/2..h/2)); 

J2:=evalf(int(rho(z)*z*f(z),z=-h/2..h/2)); 
K2:=evalf(int(rho(z)*(f(z))^2,z=-h/2..h/2)); 

A11:=int(C11,z=-h/2..h/2); 

A22:=int(C22,z=-h/2..h/2); 
A12:=int(C12,z=-h/2..h/2); 

A66:=int(C66,z=-h/2..h/2); 

B11:=int(C11*z,z=-h/2..h/2); 
B22:=int(C22*z,z=-h/2..h/2); 

B12:=int(C12*z,z=-h/2..h/2); 

B66:=int(C66*z,z=-h/2..h/2); 
D11:=int(C11*z^2,z=-h/2..h/2); 

D22:=int(C22*z^2,z=-h/2..h/2); 

D12:=int(C12*z^2,z=-h/2..h/2); 
D66:=int(C66*z^2,z=-h/2..h/2); 

Bs11:=evalf(int(C11*f(z),z=-h/2..h/2)); 

Bs22:=evalf(int(C22*f(z),z=-h/2..h/2)); 
Bs12:=evalf(int(C12*f(z),z=-h/2..h/2)); 

Bs66:=evalf(int(C66*f(z),z=-h/2..h/2)); 

Ds11:=evalf(int(C11*z*f(z),z=-h/2..h/2)); 
Ds22:=evalf(int(C22*z*f(z),z=-h/2..h/2)); 

Ds12:=evalf(int(C12*z*f(z),z=-h/2..h/2)); 

Ds66:=evalf(int(C66*z*f(z),z=-h/2..h/2)); 
Hs11:=evalf(int(C11*(f(z))^2,z=-h/2..h/2)); 

Hs22:=evalf(int(C22*(f(z))^2,z=-h/2..h/2)); 

Hs12:=evalf(int(C12*(f(z))^2,z=-h/2..h/2)); 
Hs66:=evalf(int(C66*(f(z))^2,z=-h/2..h/2)); 
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As44:=evalf(int(C44*(g(z))^2,z=-h/2..h/2)); 
As55:=evalf(int(C55*(g(z))^2,z=-h/2..h/2)); 

lambda:=m*pi/a; 

mu:=n*pi/b; 
k11:=A11*(lambda)^2+A66*(mu)^2; 

k12:=(A12+A66)*lambda*mu; 

k13:=-B11*(lambda)^3-(B12+2*B66)*lambda*(mu)^2; 
k14:=evalf(-Bs11*(lambda)^3-(Bs12+2*Bs66)*lambda*(mu)^2); 

k22:=A66*(lambda)^2+A22*mu*(lambda)^2; 

k23:=-B22*(mu)^3-(B12+2*B66)*mu*(lambda)^2; 
k24:=evalf(-Bs22*(mu)^3-(Bs12+2*Bs66)*mu*(lambda)^2); 

k33:=D11*(lambda)^4+2*(D12+2*D66)*(mu)^2*(lambda)^2+D22*(mu)^4; 

k34:=evalf(Ds11*(lambda)^4+2*(Ds12+2*Ds66)*(mu)^2*(lambda)^2+ 
Ds22*(mu)^4); 

k44:=Hs11*(lambda)^4+2*(Hs12+2*Hs66)*(mu)^2*(lambda)^2+Hs22* 

(mu)^4+As55*(lambda)^2+As44*(mu)^2; 
m11:=II; 

m22:=m11; 

m12:=0; 
m13:=-lambda*I1; 

m14:=-lambda*J1; 

m23:=-mu*I1; 
m24:=-mu*J1; 

m33:=II+I2*((lambda)^2+(mu)^2); 

m34:=J2*((lambda)^2+(mu)^2); 
m44:=K2*((lambda)^2+(mu)^2); 

R:=Matrix([[ k11 , k12 , k13 , k14 ], 

[ k12 , k22 , k23 , k24 ], 
[ k13 ,k23 ,k33 , k34 ], 

[ k14, k24 , k34 , k44 ]]); 

M:=Matrix([[ m11 , m12 ,m13 , m14 ], 
[ m12 , m22 , m23 ,m24 ], 

[m13 , m23 , m33 , m34 ], 

[ m14 , m24 , m34 , m44 ]]); 
X:=R-(omega)^2*M; 

q:=Vector[column]([ 0 , 0 ,qmn , 0 ]); 

sol:=linsolve(X,q); 
umn:=sol[1]; 

vmn:=sol[2]; 

xmn:=sol[3]; 
ymn:=sol[4]; 

x:=a/2;y:=b/2; 

u0:=umn*cos(lambda*x)*sin(mu*y)*exp(i*omega*t); 
v0:=vmn*sin(lambda*x)*cos(mu*y)*exp(i*omega*t); 
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w0:=xmn*sin(lambda*x)*sin(mu*y)*exp(i*omega*t); 
phi0:=ymn*sin(lambda*x)*sin(mu*y)*exp(i*omega*t); 

w:=w0; 

W (bar):=(10*Ec*(h)^(3)*w)/((q0*(a)^(4))); 
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ABSTRACT 

Recently, large amounts of data from experimental measurements and 
simulations with high fidelity have extensively accelerated fluid mechanics 

advancement. Machine learning (ML) offers a wealth of techniques to extract 

data that can be translated into knowledge about the underlying fluid 
mechanics. Backward-Facing Step (BFS) is well-known for its application to 

fluid mechanics, particularly flow turbulence. Typically, a numerical 

approach can be used to understand the flow phenomena on BFS. In some 
instances, numerical investigations have a computational time limitation. This 

paper examines the application of ML to predict reattachment length on BFS 

flow. The procedure begins with a simulated meshing sensitivity of 1.27 cm in 
step height. This numerical analysis was conducted in the turbulent zone with 

a Reynolds number between 35587 and 40422. OpenFOAM® was used to 

perform numerical simulations using the turbulence model of k-omega shear 
stress transport. ML employed information in the form of Velocity and 

Pressure at every node to represent the type of turbulence. Using Recurrent 

Neural Networks (RNNs) as the most effective model to predict reattachment 
length values, the reattachment length was predicted with a Root Mean Square 

Error of 0.013. 

Keywords: Data-Driven; Machine-Learning; Fluids Mechanics; Backward-

Facing Step 
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Introduction 
 
In recent years, fluid mechanics has been a field full of data and complex 

problems. Many conventional research data, flow field observations, and 

extensive numerical simulations are accessible, accompanied by the 
development of high computing. The advantages of developing high 

computing-based programming architecture, current experimental capabilities, 

measurement methodologies, and "Big Data" have become indispensable to 
the advancement of fluid mechanics. In the meantime, a suitable and efficient 

method for processing enormous data quantities, such as the "cluster database," 

has been developed by Perlman et al. [1] and Giovanni [2] for data analysis 
and disclosure, which can be carried out. 

The rapid development of data has spread across various disciplines, so 

obtaining potential information quickly and accurately is the focus of research 
in this decade. Considering some hardware architecture improvements, 

storage, more efficient data transmission, rapid algorithm development, and 

development of open source-based frameworks, as well as data-driven research 
methods, have received much attention from academics and commercial 

opportunities. Deep Learning (DL), one with a neural network technique, has 

distinct benefits when confronted with nonlinear high dimensional problems, 
which are rapidly integrated into fluid mechanic research. 

Machine learning classes are supervised, semi-supervised, and 

unsupervised learning [3]. With many advantages, machine learning has been 
gradually applied to reduced-order models, prediction, reconstruction, closed 

turbulence models, and active flow control systems in fluid mechanics data 

analysis [3]-[4]. Rowley et al. [5] used Proper Orthogonal Decomposition 
(POD) to examine near-wall flow features at varying Reynolds numbers in a 

turbulent channel flow. 

The integration of machine learning with fluid dynamics has a history. 
Teo et al. [6] developed a neural network (neural network) to create particles 

in the photo to measure the velocity. The same is done by adding how many 

neural layers (multi-layer). The development continues, and the application of 
neural networks for adaptive controllers is carried out to reduce turbulence 

barriers [7]. This study describes a simple control network that employs 

suction and blowing based on the shear stress of the wall in the span direction 
to reduce up to 20 percent less wall friction. At this period, neural network 

applications are still difficult to comprehend, and neural network development 

is still in its infancy. 
The machine learning algorithm will simulate some fluid features, such 

as the lift profile given a specific airfoil geometry, and provide a proxy that 

can be optimized. Utilizing machine learning (ML) to tackle the fluid 
optimization problem directly is also possible by developing a machine 

learning model to influence the fluid's behaviour towards some engineering 
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aim via active control. Besides, many successful advances in using DL 

techniques to accelerate topology optimization [8]. 
In 2021, Usman et al. [9] were concerned with Fluid-Structure 

Interaction (FSI) in machine component design. Computational Fluid 

Dynamics (CFD) accuracy strongly comes from mesh size; hence, the 
computational cost is proportional to the resolution of tiny features. Multiple 

physics and scales exponentially increase the computing complexity, 

extending the process's duration. ML has demonstrated a highly promising 
ability to predict solutions for differential equations. It has provided excellent 

approximations in a fraction of the time required by standard simulation 

techniques [9]. 
In 2022, Vinuesa et al. [10] had a perspective on ML. They highlighted 

some areas of the highest potential impact, including accelerating direct 

numerical simulations, improving turbulence closure modelling, and 
developing enhanced reduced-order models. 

Based on the literature study above, DL is still being developed to 

estimate reattachment lengths in flow separation [11] with installability in the 
separation flow [12]. Reattachment length refers to the distance the separated 

flow returns to the surface. The reattachment length can be calculated using 

numerical models such as Unsteady Reynolds-Averaged Navier-Stokes 
(URANS) or Large Eddy Simulation (LES). In fluid flow analysis, 

reattachment length is commonly employed to determine how the flow 

separates and returns to the surface [11]. 
Determining the reattachment length is difficult to estimate, so this 

research's estimation is intended to validate changes due to changing 

parameters (pressure, velocity, Cf). A robust system has been developed in this 
case to determine the reattachment length accurately. Where the reattachment 

length is one of the sequences to minimize bubble separation, if it is reduced, 

it can be avoided to a minimum (drag reduction for external flow, pressure 
drop for internal flow) with the aim that it can be applied to active flow control 

or fluid power systems. 

The following is the structure of this paper: The section "Methodology" 
demonstrates our proposed technique and the experimental details. The 

following section provides the results and discussion. The last section 

summarizes our research. 
 

 

Methodology 
 

Selection turbulence models 
Consider the flow of fluid across a thin plate from the horizontal direction. 
When a fluid constructed velocity to a plate's leading edge, the layer of laminar 

boundary form begins. The flow is highly anticipated in the locality. A small 

distance from the leading edge, the transition zone evolves into a fully-fledged 
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turbulent region, as depicted schematically in Figure 1(a) [13]. The Reynolds 

number characterizes the flow transition between the three regions over the flat 
plate. The velocity and pressure fields can be predicted using the Navier-

Stokes equations in a steady-state laminar regime. The flow is assumed to be 

steady and uniform to predict the flow behaviour accurately. The Reynolds 
number remains constant in the laminar regime, so no averaging is required. 

Figure 1(b) depicts the fundamental physical and geometric models of the 

Backward-Facing Step (BFS) (under the 2-D scheme). The BFS methodology 
characterized a uniform velocity inflow, which may be either turbulent or 

laminar, originating from a channel of height (H). A step of height (h) is also 

present on the lower or upper sides. As depicted in Figure 1(b), The BFS flow 
field consists of several regions: the separated shear layer, the recirculation 

shear layer, the attached or recovery region, and the reattachment region. 
Figure 1(c) depicts a fundamental model encompassing the three 

essential characteristics of a separated flow: reattachment length, vortex 

evolution, and free shear flow separation. 

Solving the equations of Navier-Stokes is challenging because the 
Reynolds number fluctuates with time and space, leading to minor flow eddies 

and oscillations within an insufficiently short period. Under such conditions, 

the Reynolds Averaged Navier Stokes formulation is preferable.  
The turbulent flow close to a flat wall can be divided into four 

categories: "buffer layer," "laminar or viscous sublayer," "free stream," and 

"transition zone." Eventually, the flow turns completely turbulent at the 
transition zone, and the mean fluid velocity is related to the distance from a 

flat plate or stationary wall. Consequently, this region is sometimes referred to 

as the log law region. The laminar sublayer is too thin in the turbulence model. 
Hence, it is beneficial to approximate this region.  

A more detailed review of problems and successes of turbulent 

computing flow and the appropriate sources of turbulence modelling was 
explained by Argyropoulos et al. [16].  

 

RANS turbulence models 
First, eddy viscosity with zero equations is the simplest turbulence model. The 

first model is zero-equation, embracing the mixing-length concept developed 

by Prandtl (the equivalent of a gas's mean free paths) hypothesis [17]. 
Zero-equation models are insufficient for simulating every flow type 

because they disregard diverse physical characteristics, such as non-local 

effects on turbulent eddy viscosity. In addition, flow history is not considered 
to overcome these deficiencies. 

Second, similar to the turbulent model with zero-equation, a length 
scale must be specified for turbulence in this model. Results indicate that the 

One-equation eddy-viscosity model is unsuitable for indoor environments due 

to its inability to replicate turbulent flow at corners in the presence of flow 
barriers. This model demonstrates promising findings for zero flow separation. 
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(a) 

 

 
(b) 

 

 
(c) 

 

Figure 1: Generalization theory of BFS and their applications; (a) fluid flow 

over thin horizontal plate [13], (b) schematic BFS flow evolutions [14], and 
(c) various BFS model applications [15] 
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Third, two equations of the eddy-viscosity answer the kinetic energy 

dissipation rate and kinetic energy from the Reynolds transport equation. This 
model includes a partial differential transport equation and the expression for 

turbulent kinetic energy 'k' K-epsilon model (k-ε). Launder and Spalding's [18] 

one of the well-known models for modelling indoor and outdoor airflow is the 
k-ε model [2], [18]. 

The RNG k-epsilon (RNG k-Ԑ) employs statistical techniques to 

eliminate motion characteristics with low scales methodically. The RNG k–
epsilon is obtained using a statistical technique. The fluid flow regulating 

equation is adjusted concerning significant motion elements. The RNG k-

model cannot predict the effect of corners due to restrictions on using a coarse 
grid near walls and corners [19]-[20]. 

In the k-omega model (k-ω), Omega-ω is the ratio of (dissipation rate 

of energy from turbulent kinetic) over k (turbulent flow's kinetic energy). 
Omega-ω is the conversion rate of turbulent kinetic energy (k) to internal 

energy. Omega-ω represents the turbulence scale. Comparing the k-ε model to 

the k-ω model, The k- ω model is more accurate in predicting places with 
unfavourable pressure flow conditions [21]. Several k-ω models have been 

developed to address specific flow problems that the traditional model cannot 

adequately evaluate. These models include the shear stress transport (SST) k-
ω models and customized k-ω models. The (SST) k-ω model is commonly 

used when accurate flow predictions near wall boundaries are required, owing 

to its high efficacy. The (SST) k-ω is similar to the k-ε model and yields 
virtually identical results for various flow circumstances. 

 

Large Eddy Simulation (LES) and Detached Eddy Simulation (DES) 
Higher computer capacity and user skills are required for LES. LES uses sub-

grid scale eddies filtering to solve the numerical simulation equation for large 

eddies. Comparing LES, K-ω, and RNG k-ω for air circulation analysis in a 
room environment, the study conducted by Tian and colleagues provides 

evidence that utilizing all three turbulence models results in a precise 

prediction of the experimental configuration [14]. In addition, he concluded 
that LES provides more accurate results than RANS models and that the results 

are close to the actual conditions. The LES technique can validate the K-ε 

model, given its capacity to address complex flow phenomena and consider 
the wall function. 

Some researchers use the DES model for complex enclosed airflow 

analysis, but it does not play a significant role in cold storage airflow analysis. 
RANS models are not good at predicting massive separation in free shear 

flows, whereas the DES model is suitable for very high flow instability. 
The performance and cost of DES are situated between those of the LES 

and RANS models. In BFS analysis, achieving steady-state conditions within 

the chamber is crucial. Once the flow has been properly established, there are 
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minimal perturbations. Utilizing LES or DES for such needs is an expensive 

and time-consuming endeavour. 
 

Recurrent Neural Networks (RNNs) 
RNNs are neural network data sequences where each value depends on 
previous values. This RNN is a feed-forward network with feedback loops 

[22]. RNNs are superior at simulating temporal dynamic behaviour to 

traditional feed-forward neural networks because they bring the concept of 
time to them [23]. Some RNNs units maintain a previous time step's internal 

memory state, denoting a context window of indefinite size. Numerous RNNs 

applications have been proposed and researched [24]. Basic RNNs and long 
short-term memory are the two most common units described in the following 

section. 

 
Basic recurrent neural networks 
As shown in Figure 2(a), The term of input time series with 𝑇 the model of the 

sample is {𝑥𝑡}𝑡=1
𝑇 . And the term of the output of models containing T samples 

of the specified time series is {𝑠𝑡 }𝑡=1
𝑇 . At time 𝑡, the input of models (𝑥𝑡) and 

it produces the result (prediction), 𝑆𝑡. The following equations define a 

fundamental RNNs unit: 
 

𝑆𝑡 = 𝑡𝑎𝑛ℎ (𝑥𝑡 𝑢 + 𝑆𝑡−1𝜔 + 𝑏) (1) 

 

The tangent function of hyperbolic, tanh(𝑥) = 
𝑒𝑥−𝑒−𝑥 

𝑒𝑥+𝑒−𝑥 
 . Moreover, the 

model's parameters 𝑢, 𝜔, and 𝑏 are given. In addition to the current input 𝑥𝑡, 

the model at time 𝑡 also receives its output from the prior period (𝑠𝑡−1). The 

hyperbolic tangent activation function's argument is the linear combination 

of x𝑡𝑢 + 𝑆𝑡−1𝜔 + 𝑏, which enables the unit to simulate nonlinear input-output 

relationships. Additional activation functions, such as logistic functions,  
rectified linear units (ReLU), or sigmoid functions, may be used in various 

implementations [25]. 

 
Long short-term memory networks 
RNNs are known to exhibit the issue of limited "short-term memory": 

historical data is utilized to generate forecasts if a sequence is of adequate 
length. The inability to effectively transmit vital information from preceding 

eras to subsequent ones, such as significant patterns from the same month in 

previous years. LSTM is a neural network that addresses short-term memory 
problems by utilizing gates to preserve and combine significant long-term 

memory with the latest input [26]. LSTM paved the path for substantial 

advancements in various domains, including speech recognition and natural 
language processing [27]. 
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(a) 

 

 
(b) 

 
Figure 2: Illustration of recurrent neural networks; (a) illustration of the 

basic-RNNs unit, and (b) illustration of LSTM unit 

 
Following Figure 2(b), it can be observed that each line facilitates the 

transmission of an entire vector value from the output of a given node to serve 

as the input for subsequent nodes. The circular symbols in orange signify point-
wise operations, while the rectangular shapes in pink represent the layers of a 

trained neural network. When lines merge, they become one, whereas when 

lines fork, their material is copied and sent to separate locations. 
The LSTM unit can selectively "remember" or "forget" information 

through the precise control of three gates, namely the input, forget, and output, 

which a specific memory cell state facilitates. The gates control the flow of 
data into and out of the state of memory cells. The following equations define 

an LSTM unit: 

 

 𝑖 =  𝜎 (𝑥𝑡𝑢𝑖 + 𝑆𝑡−1𝜔𝑖  + 𝑏𝑖) 

 

(2) 

 

 𝑓 =  𝜎 (𝑥𝑡𝑢
𝑓 + 𝑆𝑡−1𝜔𝑓  + 𝑏𝑓) 

 

(3) 

 

 𝑜 =  𝜎 (𝑥𝑡𝑢𝑜 + 𝑆𝑡−1𝜔𝑜  + 𝑏𝑜) 

 

(4) 

 

 𝑐̃ =  𝑡𝑎𝑛ℎ (𝑥𝑡𝑢𝑐 + 𝑆𝑡−1𝜔𝑐  + 𝑏𝑐) 

 

(5) 
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 𝑐𝑡 =  𝑓 × 𝑐𝑡−1 + 𝑖 × 𝑐̃ 

 

(6) 

 

 𝑠𝑡 = 𝑜 × 𝑡𝑎𝑛ℎ(𝑐𝑡) (7) 

 

The logistic activation function or sigmoid is 𝜎(𝑥) =  
1

1+𝑒−𝑥 . The 

parameters learned to regulate the input gate 𝑖 are 𝑢𝑖, 𝜔𝑖, and 𝑏𝑖. The 

parameters learned that govern the forget gate 𝑓 are 𝑢𝑓, 𝜔𝑓,  and 𝑏 𝑓. The 

parameters learned to control the output gate 𝑜 are 𝑢𝑜, 𝜔𝑜,  and 𝑏𝑜 , and 𝑐 is 

the newly identified candidate activation for the condition of the cell 𝑢𝑐, 𝜔𝑐,  

and 𝑏𝑐. The cell state 𝑐𝑡 is utilizing a linear combination update 𝑐𝑡 =
𝑓 ×  𝑐𝑡−1 + 𝑖 × 𝑐̃, where the previous cell state value is 𝑐𝑡−1. The input gate 

𝑖 identifies the aspects of the candidate 𝑐 will be utilized to alter the status of a 

memory cell, while the forget gate 𝑓 decides which elements of the previous 

memory are retrieved (𝑐𝑡−1) will be deleted. The output gate 𝑜 then determines 

which portions of the newly updated cell state (𝑐𝑡−1) will be displayed in the 

output 𝑠𝑡. 

 
Evaluation metrics 
Under Aparicio et al. [28], we publish our findings on evaluation metrics with 

Root Mean Squared Error (RMSE). The RMSE is calculated using: 
 

𝑅𝑀𝑆𝐸 =  √
1

𝑇
∑(𝑥𝑡 − 𝑥𝑡)2

𝑇

𝑡=1

 
(8) 

 

where 𝑥𝑡 is the Reynolds change rate for 𝑡, and 𝑥𝑡 is the corresponding 

prediction. 
 

Model geometry 
This study uses numerical simulation to develop and solve the model, meshing, 
numerical equation, and boundary condition setup. In addition, this work 

utilizes Python with the RNNs Method to support the neural networks. The 

main method in this study is divided into three major groups: training cases, 
machine learning models, and test cases. This study's flow methodology is 

explained in Figure 3. 

In the training case, it is the stage for generating datasets that will be 
used in the ML model stage; at this stage, the resulting dataset is in the form 

of fluid characteristics at each coordinate spread over the slicing plane and 

image capture where each data is obtained at each speed interval. The ML 
model is the next stage of research, namely creating a model that can estimate 

the reattachment distance. In constructing this model, the LSTM architecture 

is used.  



Ahmad Fakhri Giyats et al. 

140 

In the final stage, the Test case is used to prove and evaluate the model 

that has been made. 
 

 
 

Figure 3: The current research framework 

 
Before starting the numerical simulations with various configurations 

of multiple components and levels, the CFD simulation program must be 

validated as suitable software for subsequent step activities. The validation 
technique aims to validate that the computational fluid dynamics with several 

parameter settings accurately depict the actual conditions and are consistent 

with experimental findings. In addition, after completing the validation 
procedure, the following step is to simulate a model. The estimation procedure 

is concluded by utilizing RNNs and analysing the evaluation metrics. 

BFS is one of the essential separation-flow models for theoretical and 
technical advancement. Airfoils at extreme attack angles, spoiler flows, inlet 

tunnel flow of an engine or inside a condenser/combustor, flow separation 

behind a vehicle, and flow around a boat or a complex building are examples 
of daily applications for backward-facing step flow [15].  

 

 
 

Figure 4: Cross-section of BFS fine mesh 
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BFS flows known as "backward flow," "sudden expansion flows," 

"back-step flow," "circular expanding flow," or "diverging channel" involve 
the fundamental characteristics of general separation flows. It is ideal for two-

dimensional topics discussed under certain flow conditions or with simple step 

geometries and has a three-dimensional nature. It is essential for separation 
flows over a wide Reynolds number range [15].  

From a flow dynamics perspective, the BFS flow is characterized by 

enormous separation vortices in the backward step zone and a few minor 
vortices at the corner. Occasionally, complex vortex series can occur under 

certain physical and geometric conditions. Many researchers have compared 

predictions with validated turbulent models against existing data. BFS in 
turbulent flow at boundary walls is a common occurrence. The investigation 

of flow structure in the BFS has been rigorously examined and investigated in 

the literature, shown in Table 1.  
 

Table 1: Recent study representative numerical studies of BFS 

 

Title Re Method Xi/h Comment 

McQueen et al. 
[29] 

5000 - 
6700 

OpenFOAM 5 – 6.7 Incompressible 

Sazhin et al. [30] 
10, 389, 

648 
Direct Monte 

Carlo 
0.7-2 Flowrate 

Talib et al. [31] 
5000 - 

20000 
CFD (fluent) 2-3 Heat transfer 

Loksupapaiboon et 
al. [32] 

15500 OpenFOAM 2-5 Incompressible 

 
A model of the BFS is created using blockMesh OpenFOAM. Figure 4 

shows the cross-section of the BFS. Additionally, the air is used as a working 

fluid in this task due to its simplicity and ease of operation. The model adapts 
the 2D Backward-Facing Step research, Langley Research Centre Turbulence 

Modelling Resource [33]. 

A mesh independence check was performed to make the solution more 
independent. In order to achieve the convergence criteria, the residual error 

was set to 10E-4, and the mesh must be refined globally to obtain more 

acceptable mesh cells [34]. The mesh must be refined until the error is reduced. 
At 767,500 cells, mesh independence is achieved, as shown in Table 2. 

 

Table 2: Number of cells in each case and mesh-dependent analysis              
Re=36000 

 

Case Coarse Medium Fine Rumsey [33] 

Number of cells 22,165 363,090 767,500 Experimental 
Reattachment length (mm) 0.0835 0.0797 0.0786 0.0790 
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Coarse, medium, and fine are the three types of two-dimensional 

meshing. As depicted, three two-dimensional scenarios were executed to 
undertake a grid independence analysis. The cell number in each scenario is 

displayed in Table 2. 

 
Table 3: Number of cells in each case and mesh-dependent analysis              

Re=36000 

 

Indicator Value 
Points 942312 
Internal Points 599800 
Faces 2473755 
Internal faces 2131245 

Cells 767500 

 

The distance from the "Step" to the point at which the direction of the 

Wallshear value receives a change called the reattachment length. Table 3 
show compares the experimental results and the recorded reattachment length 

values. 
 

Numerical setup 
It is intended to obtain flow characteristics at this stage as it passes the BFS. 
Numerical computing is performed with a custom-built open-source CFD 

package. OpenFOAM® "blockMesh" creates geometries along the x, y, and z 

axes. As shown in Figure 4, the model is given a unit width for the two-
dimensional condition [34]. 

For the meshing arrangement, the geometry is divided into six blocks 

with edge names: inlet, outlet, front and back, top wall, and bottom wall. 
Meshing is performed with a greater concentration of cells in the centre and 

along the walls. This method captures the turbulent flow in this region more 

accurately. A grid independence test was carried out [34]. In Table 3, the 
number of cells was shown in each case. The mesh arrangement for numerical 

computation is carried out on an acceptable mesh type with a 767500-cell 

number in the two-dimensional case. 
Based on the selection in the section "RANS Turbulence Models," it 

was considered that k-omega turbulence is a good model for understanding the 

flow separation process, where the turbulence model will be used in this study. 
The Reynolds Averaged Navier Stokes equation, represented by equation [35], 

determines the flow in the Backward-Facing Step. 

 

 𝑢̅𝑗
𝜕𝑢𝑖

𝑥𝑗
 − 

𝜕

𝜕𝑥𝑗
 [𝑣𝑒𝑓𝑓  (

𝜕𝑢𝑖

𝜕𝑥𝑗
 +  

𝜕𝑢𝑗

𝜕𝑥𝑖
)] = −

𝜕𝑝

𝜕𝑥𝑖
 (9) 

 



Machine Learning to Estimate Length of Separation and Reattachment Flows 

 

143 

In this numerical computation, several equations are used in iterations. 

K-ω is built from the two-equation model for the turbulence kinetic energy (k) 
and turbulence-specific dissipation rate (ω) base model. The equation for the 

turbulence-specific dissipation rate is [35]: 

 

 
𝜕𝜖

𝜕𝑡
 + 𝑢̅𝑗

𝜕𝜖

𝜕𝑥𝑗
−

𝜕

𝜕𝑥𝑗
 [(𝑣 +

𝑣𝑇

𝜎𝜖
  )

𝜕𝜖

𝜕𝑥𝑗
] = 𝐶1

𝜖

𝑘
𝑣𝑇

𝜕𝑢𝑖

𝜕𝑥𝑗
(

𝜕𝑢𝑖

𝜕𝑥𝑗
 +  

𝜕𝑢𝑗

𝜕𝑥𝑖
) − 𝐶2

𝜖2

𝑘
 

 
 (10) 

And the kinetic energy of turbulence: 

 

 
𝜕𝑘

𝜕𝑡
 + 𝑢̅𝑗

𝜕𝑘

𝜕𝑥𝑗
−

𝜕

𝜕𝑥𝑗
 [(𝑣𝑒𝑓𝑓 )

𝜕𝑘

𝜕𝑥𝑗
] = 𝑣𝑇

𝜕𝑢𝑖

𝜕𝑥𝑗
(

𝜕𝑢𝑖

𝜕𝑥𝑗
 +  

𝜕𝑢𝑗

𝜕𝑥𝑖
) −  𝜖 

(11) 
 

By defining the specific dissipation ω = 
𝜖

𝑘
 as the second transported 

variable, we have the k-ω model. The equation used for k is the same 

implemented for the k-ϵ model, while the equation for ω becomes: 

 

 
𝜕𝜔

𝜕𝑡
 + 𝑢̅𝑗

𝜕𝜔

𝜕𝑥𝑗
−

𝜕

𝜕𝑥𝑗
 [(𝑣 + α𝜔𝑣𝑇 )

𝜕𝜔

𝜕𝑥𝑗
] = α

ω

𝑘
𝑣𝑇

𝜕𝑢𝑖

𝜕𝑥𝑗
(

𝜕𝑢𝑖

𝜕𝑥𝑗
 + 

𝜕𝑢𝑗

𝜕𝑥𝑖
) −  𝛽𝜔2 

(12) 

 

The turbulence viscosity SST is obtained using [36]:  
 

 𝜈𝑡  =  
𝛼1𝑘

𝑚𝑎𝑥(𝛼1𝜔,𝑏1𝐹23)
 

(13) 

 
In isotropic turbulence, the kinetic energy of turbulence can be 

approximated by [36]: 

 

 𝑘 =  
3

2
 (𝐼|𝑢𝑟𝑒𝑓|)2 

    (14) 

 

where 𝐼 represents intensity, and 𝑢𝑟𝑒𝑓 reference velocity. The turbulence-

specific dissipation rate (𝜔) can be determined as [36]: 

 

 𝜔 =  
𝑘0.5

𝐶𝜇
0.25𝐿

 
(15) 

 

where 𝐶𝜇 is equal to 0.09 (constant) and 𝐿 as the reference length scale, the 

algorithm used is Semi-Implicit Method for Pressure-Linked Problems 
(SIMPLE) to solve model equations in OpenFOAM®. 

The boundary conditions given are "constant velocity profile" for inlet 

faces, "zero gradients" for outlet faces, and "wall (no slip)" for lower and upper 
wall faces in the 2D case. Only the front and rear faces are "empty" in 2D [36]. 
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 𝑅𝑒 = 
𝑢 𝐿

ν
 (16) 

 

where 𝜈: kinematic viscosity of a fluid (𝑣 = 𝜇/𝜌); 𝜇 : dynamic viscosity of a 

fluid; 𝜌: fluid density; 𝐿: characteristic length; 𝑢: inlet velocity (m/s) in 

temperature of air 25 ℃. 

This numerical method is used as a dataset which is carried out on 
variations in the entry velocity at the entry velocity interval, V=44.2 – 50 m/s 

with a training frequency of 0.01 m/s so that the data set obtained has a total 

of 600 datasets *.csv in the form of data reattachment length along the x-axis 
from step. 

 

 
 

Figure 5: Sample area data of BFS (blue line) 

 

 
 

Figure 6: Extracting 2-D datasets process from a line of the flow field 
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Data from numerical simulations include the coefficient of pressure, 

pressure, wall shear, and velocity in the area of 1.0 < x > -1.0 on the surface of 
the lower wall of the model, see Figure 5. The number of samples taken at each 

velocity is 3000 nodes. 

 
Long short-term memory setup 
The data obtained from the simulation results, namely the reattachment length 

(change in the value of the x-axis wall shear direction), is stored at each 
velocity increase in the simulation iteration process. Data is retrieved at 600 

different velocities and extracted with a mechanism, as shown in Figure 6.  

The data are combined in one *.csv document, which is then estimated 
by creating a model using the Neural Networks LSTM approach in subsection 

"long short-term memory networks." The estimation results are evaluated 

using Equation 8. This evaluation is a parameter of the model's feasibility to 
make estimates of the next Reynolds number. 

 

 

Results and Discussion 
 

Numerical simulation results 
According to the specific model dimensions and operational conditions, the 

validation procedure is executed by evaluating the numerical simulation results 

with the actual research data from prior research [33]. The validation step must 
confirm that the CFD software depicts the actual state appropriately. 

Based on the graph in Figure 7, the numerical data from prior research 

and numerical results from the initial setup for BFS with a modified Reynolds 
Number do not differ significantly. The disparity arises since the numerical 

simulation is conducted assuming the system conditions. Nonetheless, 

numerous numerical settings were challenging to manage. However, since both 
plots reflect the same trendline, there is no visible variation in value. 

As shown in Figure 5, the sampling area for data from the coefficient 

of pressure (Cp), pressure (p), and wall shear (Wss_x). From the simulation 
results, the data is processed to get the attachment length by measuring the step 

distance to the change in the direction of the wall shear value, which shows the 

reattachment point. Paraview is used for post-processing data to observe the 
structure as a contour graph.  

Figure 8(a) is a flowing contour depicting a velocity contour plot for 

the case at 50 m/s as a mean velocity. From the results of numerical studies, 
each cell element is produced as coordinates with velocity, pressure, pressure 

coefficient, and shear stress (wall shear stress). The reattachment distance 

value is obtained from the selection of data on changes in the direction value 
of the wall shear stress in the lower wall (sample) area [34]. 

As shown in Figure 8(b), the reattachment point occurs between the 

distances 0.07-0.08 as a sign of the limit of changes in backward and forward 
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flow. Table 4 shows the reattachment distance with the inlet condition at 44.2 

m/s, having a length of 0.07837 mm. 
 

 
(a) (b) 

 

 
(c) (d) 

 

Figure 7: Comparison between the experimental [33] and the present 

numerical value with variation range "x" from step "h" based on the setup; (a) 
1 x/h, (b) 4 x/h, (c) 6 x/h, and (d) 10 x/h 

 

While in Tables 5 and 6 show the reattachment distance with inlet-
velocity conditions of 48.2 m/s and 50.0 m/s. The result of reattachment length 

is 0.07747 mm and 0.774775 mm, respectively. This result has a slightly varied 

reattachment length value. Compared with the results of [33] with the same 
configuration, it also has a reattachment value of 6.26+-0.1 x/h or 0.0790 mm. 

This difference is due to the instability phenomenon caused by a strong adverse 

pressure gradient. An adverse pressure gradient study has been carried out by 
Driver and Seegmeler [37].  

From picking random data 44.2, 48.2, and 50.0 m/s. Observably, the 

distance of the reattachment points from the step decreases with continuing to 
increase velocity. Likewise, it can be seen in Figure 8(c), a wall shear graph 

from various velocities. From Figure 8(c), the green line is the wall shear line 

at 50 m/s as the mean velocity, which is relatively lower than the other two 
wall shears. 
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The results of each reattachment length from velocity variations are 

processed in a pre-processing stage. Processing is done by separating the 
overall data until there are only Reynolds number, velocity, and Wallshear_x 

values. The data changes as the velocity increases or the Reynolds number 

changes. 
Figure 9(a) illustrates the results of separating the reattachment length 

data for each Reynolds number or velocity variation. Due to the small 

Reynolds range, the data was insufficient because of awake vorticities and 
different Reynold numbers. 

 

 
(a)  

 
(b)  

 

 
(c)  

 
Figure 8: Numerical results of the current study; (a) freestream contour on 

Backward-Facing Step (50 m/s), (b) streamline contour on Backward-Facing 

Step (50 m/s), and (c) compared wall shear 44.2 m/s, 48.2 m/s, and 50 m/s 
 

Table 4: Results of reattachment point simulation in velocity 44.2 m/s 

 

Coor_x Cp p Wss_x 
0.0780781 -0.00306 -389.648 0.02241340 
0.0783784 -0.00214 -209.273 0.00374021 
0.0786787 -0.00124 -121.148 -0.0147147 
0.0786787 -0.00036 -0.36035 -0.0328505 
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Table 5: Results of reattachment point simulation in velocity 48.2 m/s 

 

Coor_x Cp p Wss_x 
0.0771772 -0.00208 -389.648 0.0423038 
0.0774775 -0.00101 -209.273 0.0172398 
0.0777778 -0.00009 -121.148 -0.0073336 
0.0780782 0.00100 -0.36035 -0.0318490 

 

Table 6: Results of reattachment point simulation in velocity 50.0 m/s 
 

Coor_x Cp p Wss_x 

0.0771772 -0.00306 -389.648 0.02241340 
0.0774775 -0.00214 -209.273 0.00374021 

0.0777778 -0.00124 -121.148 -0.0147147 
0.0780781 -0.00036 -0.36035 -0.0328505 

 
Long Short-Term Memory (LSTM) result 
The results of training simulations of numerical data have been sorted and 

tidied up based on variations in velocity. In this case, the data for training and 
testing is separated with a ratio of 80:20. As shown in Figure 9(b), the orange 

line represents the test data, while the line with blue colour represents the data 

used for testing. 
Data training is carried out from the model that has been created and 

modified. The "data loss" training process from every data was carried out. 

From Figure 10(a), it can be seen that the loss value continues to fall, at least 
when doing training. From the estimation results using the LSTM approach, 

the reattachment length value is obtained with a relatively more significant 

value (0.079745) than the numerical simulation results. 
Figure 10(b) shows that the orange line is described as the prediction 

line, and the blue line is numerical data. Based on that figure, the nonlinear line 

was predicted from recent data, and the result was significantly close to the 
actual data value. The neural network employed is developing a base model in 

some previous studies with satisfactory results. After performing hypertuning 

to optimize parameters such as epoch, batch, iteration, and activation function, 
select the optimal model that can be used to estimate reattachment length. As 

evaluation metrics, the model's results are evaluated with Root Mean Square 

Error (RMSE) [28] metric: 0.013.  
 

 

Conclusion 
 

This study succeeded in carrying out a numerical study approach to describe 

the fluid structure and implement ML using the LSTM method. From the 
simulation process, the data change length of the reattachment based on the 
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velocity increase is used as a dataset to estimate and reduce the iteration time 

of the numerical simulation. The estimation results using the LSTM algorithm 
resulted in reasonably good training. Reattachment length can be estimated 

with parameter data in geometric configuration and suitable conditions in this 

study. This model can estimate the reattachment length. Using the machine 
learning model, it gets the predicted reattachment length from Re 35587 - 

40422 variation with a step height of 1.27 cm. The numerical simulation 

process in modelling the flow structure is intended to optimize a system. 
Besides that, the simulation is used as data from the results of physical 

interactions. The machine learning methods can be applied by one of the 

trainings using a data processing approach to streamline time. The estimation 
process is expected to Velocity increase the process of consideration for 

optimizing the system. 

 

 
(a) 

 

 
(b) 

 

Figure 9: Results of the present numerical study and split data; (a) 

reattachment length vs. velocity, and (b) split data training and testing from 
the present setup 



Ahmad Fakhri Giyats et al. 

150 

 
(a) 

 

 
(b) 

 

Figure 10: Results of long short-term memory; (a) Epoch vs. loss training 
process, and (b) result estimation prediction vs. simulation 
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ABSTRACT 

Unwanted vibration and noise from railroads have a significant negative 

impact on the environment, causing damage to roads, buildings, and other 

structures. To mitigate this condition, rail pads have been installed as 
dampers to lessen the impact of vibration and shock on the railway track. 

The rail pad is made of a polymeric substance having nonlinear properties. 

This research examined the dynamic stiffness of rail pads made of 
thermoplastic elastomers (TPEs). ANSYS software was used to estimate the 

impact of temperature, toe load, and frequency under dynamic loading. The 

three-dimensional (3D) finite element model (FE) was created based on 
hyperelastic theory. The dynamic stiffness of the interlayer decreases with 

increasing temperature. For the effect of peak load and frequency, both 

parameters were directly proportional to dynamic stiffness. An increase in 
either parameter results in a stiffening of the interlayer. Frequency has the 

least effect on the dynamic stiffness of the track bed compared to temperature 

and peak load, with the average percentage difference between high and low 
being 28.31%, 55.57%, and 21.9%, respectively. 



Mohamad Hazman Halim et al. 

 

156 

Keywords: Rail Pad; Dynamic Load; Deformation; Temperature; 
Frequency 

 

 

Introduction 
 

An important part of the railroads that keeps the operation running smoothly 
is the rail fastening system [1]. The rail pad, which is positioned below the 

rail, is one of the crucial parts of the fastening mechanism [2]–[4] The rail 

pad's primary purpose is to provide sufficient vertical rigidity for ballasted 
and slab track [5]-[6]. Elastic rail pads are a practical way to lessen wheel/rail 

contact, slow down ballast pulverization, and minimize railroad maintenance 

expenses. The sleeper's protection is one of the rail pad's purposes [7]-[8]. 
Additionally, the rail pad enhances the ballast's protection from larger 

dynamic overloads [9]-[10] 

The materials used to create the rail pads have significant nonlinear 
and dissipative mechanical properties that are greatly impacted by the loads 

and environmental conditions [11]. The excitation frequency [12]-[13], the 

amplitude of the load [14]-[15] the temperature [16], and the rail pad stiffness 
[13], [17] are all factors that have been documented in previous research. 

The mechanical properties of rail pads in operation settings have been 

examined through several experimental investigations and numerical 
calculations. Fenander [12] investigated the reaction of the pads using 

experimental work and discovered that stiffness very slightly increases with 

frequency and dramatically rises with preload. To improve the accuracy of 
the forecast of the broadband vibration and noise produced by high-speed rail 

vehicles, experimental research was undertaken to acquire frequency-

dependent dynamic performance of high-speed rail pads during the passage 
of rail cars [13]. The experimental work by Kaewunruen et al. [7] stated that 

the track surface (or vertical deviation) tends to deform at larger 

displacement amplitude and resonates at a lower wavelength of track 
roughness under dynamic conditions. 

Wei et al.  [14] modelled the rail pad numerically using the finite 

element method (FEM) and found that the vertical stiffness of TPE rail pads 
changed with load amplitude.  Koroma et al. stated that it was important to 

consider the preload effect on predicting the dynamic stiffness of TPEs rail 

pads using FE analysis [18]. To explore the effects of the stimulation 
frequency and displacement amplitude, Zhu et al. [15] modelled the rail pad 

using 3D-CVST. 

Analysing the rail pad geometry solutions in terms of deformation will 
consume a long time to complete the result by having the 

experimental approach in the laboratory. In earlier investigations, a variety of 

numerical calculation methods for estimating the dynamic stiffness of rail 
pads were investigated. Unfortunately, there needs to be more development 
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in analysing the rail pad hyperelastic material dynamic stiffness using finite 
element (FE) modelling. Therefore, this work predicted the behaviour of 

dynamic stiffness for a particular rail pad material, thermoplastic elastomers 

(TPEs), using FE analysis. The 3D model was established using ANSYS 
software. On dynamic stiffness, the effects of temperature, toe stress, and 

frequency were anticipated. 

The laboratory and field investigation could have been more extensive 
in budget and time for design options. As a result, the FE method was created 

to analyse the impact of key factors quickly. The proposed model may be 

used to evaluate how rail pads' dynamic stiffness would behave under various 
parametric circumstances. FE analysis can be employed as a decision-support 

tool for maintenance practitioners to evaluate the dynamic stiffness of 

railpads. This enables them to make well-informed decisions about 
maintenance strategies. By using FE analysis, practitioners can identify areas 

that require improvement, predict the performance of various railpad 

configurations, and optimize maintenance interventions. These actions aim to 
enhance overall track performance and minimize long-term costs. 

 

 

Material and Method 
 

Rail pad 
The material of the rail pad in this study is thermoplastic elastomers (TPEs). 

The rail pad is a rubber-like material that exhibits nonlinear behaviour. The 

hyperelastic model is used to show the nonlinear behaviour of the rail pad for 
rubber-like materials. Equation (1) shows the general principal stresses for 

the Ogden model. As shown in Equation (2), the Ogden formula was applied 

to model the dynamic stiffness characteristic of rail pads under uniaxial 
dynamic load [19]. The rail pad's dimensions are 150 mm long, 150 mm 

wide, and 8 mm thick (l x w x t). 

The Ogden model is an all-encompassing hyperelasticity model with a 
Helmholtz free energy per reference volume stated in terms of the major 

stretches being used. There are numerous ways to express the Ogden model's 

Helmholtz free energy. The principal stresses σi, i ∈ [1]-[3], for the Ogden 

model, are given by: 

  

σ𝑖 =
2

𝐽
∑

μk

𝛼𝑘

((λ∗
𝑖)𝛼𝑘 −

1

3
[(λ∗

1)𝛼𝑘  + (λ∗
2)𝛼𝑘

𝑁

𝑘=1

+ (λ∗
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𝐷𝑘
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𝑁
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(1) 

                                                       



Mohamad Hazman Halim et al. 

 

158 

where J is a Jacobian determinant, N is the number of chains per reference 
unit volume, α is the shear displacement, and μ is the shear modulus. The 

indices i and j take the values 1, 2, and 3. Then, the stresses from the 

incompressible Ogden model in uniaxial loading are given by; 
 

σ𝑢𝑛𝑖𝑎𝑥 =
2

𝐽
∑

2μk

𝛼𝑘

[ λ𝛼𝑘 − (
1

√𝜆
)

𝛼𝑘

 ] 

𝑁

𝑘=1

 
(2) 

 

Rail and sleeper 

To represent the rail and sleeper, a solid element with a nominal cross-
sectional form was employed. Steel and concrete were used to make the rail 

and sleeper, respectively. In solid materials like steel and concrete, linear 

elasticity is a normal technique for modelling the mechanical behaviour of 
very small strains [20]-[21]. The rail constructions' characteristics and 

attenuation factors are stated in Othman et al. [22]. The figures were gathered 

from various scientific journals and the web's typical material attributes.  
 

Simulation test campaign 
CATIA V5 software was used to generate the models for the rail, rail pad, 
and sleeper. The International Union of Railways (UIC) design guidelines 

were followed when creating the steel rail. Figure 1 depicts in isometric 

detail the rail, rail pad, and sleeper in 3D. 
 

 

 

 

 

 
(a) (b) 

 

Figure 1: 3D Model of (a) simplified fastening system, and (b) rail pad [22] 
 

The fastening system's 3D model was then imported into the ANSYS 

programme for analysis as well as simulation. It was projected that toe load, 
temperature, and frequency would have an impact on the TPE's dynamic 

stiffness. Standard toe load measurements are 18 kN. The toe load occurred 

in three instances. First, the scenario that reflected the 18 kN system's 
appropriate assembly. Then, 5 kN and 30 kN of under- or over-torque, 
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respectively, were studied. These were assessed to demonstrate the impact of 
excessive toe load tightness. 

Starting at the typical room temperature of 20 °C, the simulation was 

run at various temperatures. Considering Malaysian conditions, a 52 °C 
maximum and a 0 °C minimum temperature were used for the test. The 

hottest temperature ever recorded in Malaysia was 40.1 °C. However, the rail 

pad's temperature might reach as high as 52 °C due to heating brought on by 
the wheels' repetitive motion over the railway. To use comparable 

temperature ranges, four distinct temperatures were included (0 °C, 20 °C, 35 

°C, and 52 °C). 
 

Boundary conditions and meshing 
Figure 2 demonstrates the finite element method's applied toe load, load, and 
boundary conditions, incorporating frictionless and fixed support. The force 

produced as wheels pull on rails is known as the applied load. The load was 

time-based in cycles and for each steadily raised load applied, the 
deformation of the rail pad was recorded. An imposed boundary condition is 

used in this simulation. It was used at the base of the concrete sleeper as a 

fixed support. On the edges of the rail pad, frictionless support was used. 
While the simulation analysis is being performed, these boundary conditions 

give mediocre support and prohibit any component from moving freely. 

 

 
 

Figure 2: Boundary condition for fastening system railway track [22] 

 
The contact between two surfaces also impacts the simulation results. 

The location of the interaction was therefore established. A friction 
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coefficient was used to identify the rail, sleeper, and rail pad as having 
frictional contact. In this work, the friction coefficient was set at 0.16 [23]. 

Two distinct geometries in this frictional contact can convey shear stresses. 

That kind of circumstance is referred to as “sticking”. 
Mesh creation is necessary for any physical problem's finite element 

model. Nodes and elements are used to define it. The 3D element was used to 

model the fastening system. All components (rail, concrete, and rail pad) 
used the multi-zone method for meshing. This meshing technique was 

frequently employed due to speed and accuracy. The multi-zone approach is 

the best meshing technique since it discretized the model with the fewest 
number of elements while simultaneously having the highest element quality 

and least skewness [24]. One advantage of the multi-zone approach in this 

context is the ability to tailor the mesh resolution to different regions of the 
rail pad, ensuring higher accuracy where it is most needed. This adaptability 

is particularly beneficial in capturing the complex behaviour of rail pads, 

which experience nonlinear effects due to their material properties and the 
dynamic loads imposed on them. The element quality and skewness of the 

mesh were assessed to guarantee a high mesh grade.  

 
Dynamic analysis 
Elastic deformation, 𝛿 is required to determine the rail pad's dynamic 

stiffness. The following equations can be used to compute this: 

 

𝛿 =
𝜎 × 𝐿

𝐸
=

𝐹 × 𝐿

𝐴 × 𝐸
 

(3) 

 
where the normal stress σ, the elastic modulus E, the force F, the length L, 

and the area A are present, for computing the modulus of elasticity E, the 

equation is: 

𝐸 =
𝜎

𝜀
 (4) 

 

where 𝜀 represents the strain. This can be determining the average stress 𝜎, 

using the formula below: 

 

𝜎 =
𝑃

𝐴
 

(5) 

 

where A is the area and P is the normal force. 

Dynamic tests were used to assess the effects of different service 
conditions on the pad. Thus, in this work, the dynamic stiffness under the 

influence of different temperatures, toe loads, and frequency were estimated. 
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The dynamic testing utilised the three amplitudes described in standards EN 
13481-2 and EN-13146-9 [25].  

TPE rail pad material was used for the test in the dynamic simulation, 

and it was exposed to reference conditions such as the applied load, toe load, 
and boundary condition. For dynamic analysis, the finite element equations 

of motion were numerically time-integrated [25]. The rail pad in Figure 3 

underwent a dynamic examination by having 100 sinusoidal cycles for each 
load applied. The deformation of the rail pad for each load was recorded.  

 

 
 

Figure 3: Dynamic cycle of load-deformation 

  
 

Results and Discussion 
 
Validation  
For validation of the simulation model, a mesh convergence test was 

performed. The parameters for the mesh setup considered in this 
investigation are shown in Table 1. The deformation of rail for load 80 kN 

starts stabilized at 10 mm size of elements. The simulations with sizes of 

elements 10 mm, 9 mm, and 8 mm produced readings comparable to those in 
the validation research study [25]. However, it took longer than the 

simulation to complete as the size of the element decreased. As the size of 

elements reduces, the number of nodes and elements increases. This 
contributes to the longer time taken for the simulation to complete.  

Therefore, 10 mm was used for further simulation in the current 

investigation, as the time taken for completion was less compared smaller 
size of elements.   

Figures 4(a) and 4(b) demonstrate the outcomes for load displacement 

in dynamic analysis. The load was applied at 5 kHz for 100 cycles. The toe 
load was 18 kN and the temperature was at 20 °C, known as the reference 

condition. This numerical computation followed the experimental setting of 

the previous study [25]. For the results, the average value of 100 cycles of 
deformation was taken. The dynamic compressive force that nonlinearly 

boosted the rail pad's displacement is seen in Figure 4(a). Figure 4(b) shows 

displacement is high at the edge of the railpad at a maximum load of 80 kN. 
These dynamic loads can lead to stress redistribution within the railpad 
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material, causing higher displacement at the edge where the load is 
concentrated. The simulation's results agree with those reported by Sainz-Aja 

et al.'s experimental test [25]. The average percentage error was 4.68%, as 

tabulated in Table 2. The rigid body displacement, which occurred at 20 kN, 
30 kN, and 40 kN, was corrected for accurate results. This was a common 

problem for geometrically nonlinear small-strain conditions [26]. As a 

percentage error below 10%, it was concluded that the simulation model 
could be accepted.   

 

Table 1: Mesh convergence analysis 
  

Size of 

element 

(mm) 

Nodes Elements 

Time 

consumption 

(min) 

Average total 

deformation at 80 

kN (mm) 

19.4 
(Default) 

28457 5624 24 0.40 
16.0 32505 6555 27 0.39 
12.0 37267 7650 30 0.38 
10.0 39648 8197 30 0.33 

9 40838 8470 32 0.33 

8 42028 8743 33 0.33 

 

 
(a) 

 
 

 

                        (b) 

Figure 4: (a) Evaluating the contrasts between simulation versus 
experiment results [25], and (b) TPE rail pad displacement 

 

Dynamic stiffness assessment 
 

The influence of temperature 
Throughout the operation, the rail pad is exposed to a range of temperatures. 
Figure 5 demonstrates how temperature affects the TPE rail pad's dynamic 

stiffness. The temperature that has been analysed were 0 °C, 20 °C, 35 °C, 

and 52 °C. The load was applied at 5 kHz for 100 cycles. 18 kN was the toe 
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load for both sides and the applied load was up to 80,000 kN in the step of 
5000 kN. The deformation of rail pad increase as temperature increase. This 

trend is in agreement with previous work [27]-[28] 

 
Table 2: Comparing simulation and experimental results [25] 

 

Load (N) 
Deformation Percentage error 

(%) Reference Simulation 

19000 0.00 0.00 0.00 
20000 0.04 0.05 11.43 
25000 0.09 0.08 6.90 
30000 0.12 0.12 1.47 
35000 0.15 0.15 0.52 

40000 0.18 0.19 3.03 
45000 0.21 0.21 0.68 
50000 0.24 0.23 4.97 
55000 0.26 0.25 6.91 

60000 0.28 0.26 6.23 
65000 0.30 0.28 6.64 
70000 0.32 0.30 5.83 
75000 0.34 0.31 6.43 

80000 0.35 0.33 5.71 

 

Figure 6 illustrates the effect of temperature on the elongation of a 

railpad under a maximum load of 80 kN. The red colour area is the highest 
deformation while the blue colour area shows the lowest deformation occurs. 

At a temperature of 0 °C, the highest deformation value is 0.0821 mm at the 

near centre of railpad. As the temperature increases, the highest deformation 
moves towards the edge of railpad. For temperature 52 °C, the highest 

deformation is 0.1697 mm more than 51% increment. At the highest 

temperature, the areas experiencing significant elongation were 
predominantly located at the edges of the railpad, as compared to the lowest 

temperature in this study. The value of maximum deformation increases as 

the temperature increases. 
Table 3 shows the percentage difference of deformation between the 

lowest and highest temperatures at 0 °C and 52 °C, respectively. The average 

percentage difference between 0 °C and 52 °C is 28.31% for the stated 
dynamic load applied. The deformation difference decreases as the dynamic 

load increases. At 2 kN load, the percentage difference of deformation is 

63.98%. As the load reaches 80 kN, the percentage difference of deformation 
reduces to 11.91%. This demonstrates how the impact of temperature 

diminishes as dynamic load increases. 

Reduced dynamic stiffness is a result of increased rail pad 
displacement. Thus, increasing temperature leads to a lessening in dynamic 
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stiffness [25]. The rail pads' elastic modulus will decrease as the temperature 
rises. As a result, the rail pads endure greater deformation the lower their 

modulus of elasticity. In general, the temperature has an inverse relationship 

with the rail pad's stiffness. As a result, the rail pad's rigidity declines as the 
temperature rises. Temperature increases molecular mobility, thereby 

allowing the rail pads to lengthen at a microscopic level. However, as the 

compression load increases, the molecular mobility is restricted, resulting in 
less deformation due to temperature. According to the underlying theory of 

materials science, the inverse relationship between temperature and rail pad 

stiffness can be explained by increased molecular mobility at higher 
temperatures, leading to greater microscopic lengthening of the rail pad, 

while increased compression load restricts molecular mobility, resulting in 

reduced deformation due to temperature. 
 

 
 

Figure 5: The rail pad deformation for different temperature 
 

 
Temperature at 0 °C 

 
Temperature at 20 °C 

 

 
The temperature at 35 °C 

 
Temperature at 52°C 

 

Figure 6: The effect of temperature on the elongation of rail pads at a 

maximum load of 80 kN 
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Table 3: Comparison of deformation differences between high and low 
temperatures for different loads. 

 

Load (N) 
Deformation 

Differences (%) 
0 °C 52 °C 

19000 0.00 0.00 0 
20000 0.03 0.09 63.98 
25000 0.06 0.15 57.87 
30000 0.10 0.18 47.20 
35000 0.13 0.21 37.39 

40000 0.17 0.24 29.94 
45000 0.19 0.25 22.90 
50000 0.21 0.27 20.73 
55000 0.23 0.28 18.45 

60000 0.25 0.30 16.80 
65000 0.27 0.31 14.94 
70000 0.28 0.33 13.30 
75000 0.30 0.34 12.65 

80000 0.32 0.36 11.91 

 

Effect of toe load  
Figure 7 shows the impact of various toe loads, 5 kN, 18 kN, and 30 kN, the 
TPE rail pad's dynamic stiffness under reference conditions (at a temperature 

20 °C). Increasing the toe load results in an increase in the vertical dynamic 

stiffness. The highest railpad deformation occurred at toe load 30 kN rather 
than 5 kN and 18 kN. The significance of the gap difference also shows the 

difference between 5 kN and 30 kN compared to 18 kN and 30 kN in its 

deformation value. The results agreed with previous work carried out by 
Sainz-Aja et al. [25] and Oregui et al. [29]. Also, it is clear that when the toe 

stress increases, the rail pad's deformation decreases even under the same 

weight. On this effect, the toe load restricts the longitudinal and lateral 
deformation of the rail pad. The restriction rises as the toe load increases the 

compress. The rail pad will likely benefit from high preloads and become 

stiffer [30]. The information about toe load and its effect on restricting rail 
pad deformation is relevant in this study as it suggests that higher toe loads, 

resulting in increased compression, can lead to greater restriction and 

stiffness of the rail pad, which can influence its deformation behaviour under 
different frequencies and temperatures. 

 

Effect of frequency  
The results for dynamic stiffness under the effect of frequency are depicted in 

Figure 8. It has been observed that the stiffness of rail pads rises with 

frequency. This supports the findings provided by previous researchers [25]. 
Dynamic loads with a frequency of 20 Hz have the lowest deformation 
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compared to 2.5 Hz. In comparison between 2.5 Hz and 20 Hz, the different 
percentage of the deformation was 7.68%. The deformation is larger for a 

frequency of 2.5 Hz and it is notable that the deformation difference does not 

have much significance when the frequency is more than 5 Hz. 
 

 
 

Figure 7: Toe load's impact on dynamic stiffness 
 

  
 

Figure 8. The effect of frequency load dependence on the dynamic stiffness 
 

Figure 9 compares rail pad deformation for different frequencies and 
temperatures, providing insights from a mechanics and materials science 

perspective regarding the effect of heat. The reference case allows for 

comparison, revealing a significant disparity in deformation between high 
and low temperatures at the lowest frequency of 2.5 Hz. Conversely, at the 

highest frequency of 20 Hz, the difference in deformation is less pronounced. 

The average difference in deformation between high and low temperatures is 
measured at 16.87% for 2.5 Hz and 8.70% for 20 Hz. These results suggest 
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that, compared to lower frequencies, higher frequencies have a reduced 
impact on the dynamic stiffness of the TPE rail pad when subjected to 

temperature variations. These findings are consistent with Squicciarini et al.'s 

research [31], indicating that temperature decreases the rail pad's shear 
modulus while frequency increases it, thus influencing the dynamic stiffness 

of the elastomeric rail pad. 

 

 
 

Figure 9: The dynamic stiffness of the rail pad at various temperatures and 

frequencies 
 

 

Conclusion 
 

The predicted trends of dynamic stiffness using the FE method were found to 

be in good agreement with previous work, indicating the accuracy of the FE 
analysis method. The TPE rail pad displays high nonlinearity and variability 

with the loading condition. Temperature, toe load, and frequencies were the 

sensible factors that were investigated. The results of the simulation allow for 
the following inferences: 

i. The TPE rail pad's dynamic stiffness reduced as temperature decreased. 

It was normal for this kind of behaviour in polymeric materials. As 
temperature varied in the range of 0-52 °C, changes in stiffness were 

seen by fixing the other variables to reference standard values. The 

results demonstrated the great thermal sensitivity of the rail pad. 
ii. Toe loading correlated with dynamic stiffness. When the toe stress rises, 

the rail pad becomes firmer. 

iii. The displacement of the rail pad changes because of the rise in 
frequency in the range of 2.5 Hz and 20 Hz, growing into a sizeable 

distortion. This demonstrates how frequency influences the pads' 

dynamic stiffness. At low frequencies, the frequency impact becomes 
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significantly different. Typically, the rail pads get stiffer as the 
frequency rises. 

In this simulation, comparing temperature and toe load, the frequency 

has a low influence on affecting the rail pad's dynamic stiffness. FE analysis, 
utilizing advanced simulation techniques and software like ANSYS, offers a 

cost-effective alternative to traditional physical testing methods in the 

railway industry. By creating virtual models of TPE rail pads and conducting 
simulations, engineers can accurately predict their behaviour under different 

operating conditions, including temperature variations. This eliminates the 

need for costly and time-consuming physical prototypes and extensive 
testing, resulting in substantial cost savings in material procurement, 

manufacturing, and experimental procedures. By integrating this degradation 

model into the FEM simulations, engineers can gain valuable insights into 
the potential degradation mechanisms of TPE rail pads, such as fatigue, 

creep, or material aging due to environmental factors. This enables them to 

forecast the performance degradation of rail pads and make informed 
decisions regarding maintenance schedules, replacement intervals, and 

overall system reliability. As a result, it might aid in the creation of decision 

support systems to improve maintenance and optimise track performance, 
hence reducing costs and prolonging the usable life of the infrastructure. 
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ABSTRACT 

This work consists of studying the workability of C45 steel in face milling by 

using coated carbides (GC4040). The objective is to investigate the evolution 

of surface roughness (Ra, Ry, and Rz) and Material Removal Rate (MRR) 

according to cutting speed, feed rate, and depth of cut. A full-factorial design 

(43) was adopted in order to analyse the obtained experimental results via both

Analysis of Variance (ANOVA) and Response Surface Methodology (RSM)

design. The levels of cutting speed were as follows: Vc1=57 m/min; Vc2=111

m/min; Vc3=222 m/min and Vc4=440 m/min. The ranges of feed rate were

fz1=0.024 mm/tooth; fz2=0.048 mm/tooth; fz3=0.096 mm/tooth and fz4=0.192

mm/tooth. As for the depth of cut levels, they included ap1=0.2 mm; ap2=0.4

mm; ap3=0.6 mm, and ap4=0.8 mm. To determine mathematical models to

make predictions, a statistical analysis of the results by using RSM was applied

to obtain the main effects and interactions plot of the answer. Furthermore, a

multi-objective optimization procedure for minimizing Ra and maximizing the

metal removed rate using the desirability approach was also implemented.

Therefore, the developed models can be effectively used to predict the surface

roughness criteria and the material removal rate in machining C45 steel. The

results indicated that feed rate is a significant factor affecting surface

roughness (Ra: 52.37%, Ry: 80.97%, and Rz: 54.96%), followed by cutting

speed (Ra: 37.88%, Ry: 12.90%, and Rz: 24.43%). Meanwhile, cutting speed
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and feed rate are the most significant parameters on the MRR with a 

contribution of 29.5% followed by the depth of cut with 11.62%. 

 

Keywords: Milling; C45; Modelling; Optimization; Roughness; ANOVA 

 

 

Introduction 
 

The manufacturing process, in particular machining, plays an important role in 

determining the levels of integrity on the surfaces to be produced. In 

manufacturing industries, different machining processes are used to remove 

material from the workpiece, and milling is one of the most widely used 

processes due to its ability to remove material quickly with a surface roughness 

quality [1]-[2]. In the machining process, modelling, and optimization [3]-[4] 

are important tasks, allowing the choice of the most convenient cutting 

conditions in order to obtain desired values in a certain variable, which usually 

has a direct economic impact such as the machine time or the total cost of 

operation. The response surface methodology is a general approach to 

obtaining the maximum value of a dependent (response) variable that depends 

on several independent (explanatory) variables. This technique combines the 

Design of Experiments (DOE) and multiple regressions. 

Modelling is applied to look at the form of influence like linear, 

quadratic, or cubic and what mathematical equation it governs, with a given 

precision, the variation of the phenomenon according to the influential factors. 

The modelling of response is done by choosing experimental points whose 

number is at least equal to the sum of the effects, interactions, and quadratic 

effects. Thus, a matrix of n rows and k columns is defined. Rizvi and Ali [5] 

presented mathematical modelling and optimization of surface roughness (Ra) 

and Material Removal Rate (MRR) during the machining of AISI 1040 steel 

in which response optimization that represents the optimal combination of 

cutting process parameters are observed to be cutting speed of 400 rpm, feed 

rate of 0.3 mm/rev, and cutting depth of 2.1 mm. Cutting speed is the most 

significant parameter that affects Ra, Rz, and MRR. Good agreement was 

observed by Ghosh et al. [6] between the experimental with predicted Ra value 

for the RSM-PSO technique during modelling and the optimization of cutting 

parameters for keyway milling operation of C40 steel under wet conditions. 

To study the influences of cutting parameters on the surface roughness 

criteria during face milling AISI 1045 steel, Trung et al. [7] suggested two 

models of surface roughness prediction, one of which is built on the basis of 

Johnson transformation and the other is developed according to Response 

Surface Method (RSM). Palanisamy et al. [8] optimized cutting parameters 

(Vc, fz, and ap) and modelled results such as MMR, surface roughness, cutting 

force, and tool tip temperature using Taguchi-based Gray's Relational Analysis 

(GRA) and RSM, respectively when machining Incoloy 800H. Surface 
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roughness and MRR are important parameters in the machining process. 

Bouzid et al. [9] proposed modelling technique of the surface roughness and 

optimization of cutting parameters to determine the optimal cutting regime by 

minimizing roughness and maximizing MRR during the machining of AISI 

1040 steel. Concerning the machinability of AISI 5140 steel, Kuntoğlu et al. 

[10] carried out a study to determine the optimal cutting conditions, analysis 

of vibrations, and surface roughness under different cutting parameters. Using 

the neural network method, Sureshkumar et al. [11] investigated the influence 

of cutting parameters (vc, fz, and ap) on surface roughness in milling operation. 

Modelling and optimization play important roles in choosing the optimum 

cutting regimes during machining to achieve the desired results [12]. 

To minimize the surface roughness and maximize the MRR when 

turning X20Cr13 stainless steel, Bouzid et al. [13] concluded that the optimal 

values should include a feed rate of 0.08 mm/rev, depth of cut of 0.15 mm and 

cutting speed of 120 m/min. The experimental study of Pandiyan et al. [14] 

involved machining AA6351 alloy steel by a CNC machining centre which 

was evaluated according to RSM with an objective function and optimization 

methods to find the values of process variables that produce desirable values 

of the response where mathematical models are developed from the responses 

obtained and validated. Ozdemir [15] studied the effect of cutting parameters 

on the machinability of X37CrMoV5-1 hot work tool steel. He found that the 

feed rate was 95.90% effective on the Ra value, whereas the cutting speed and 

the cutting depth factors were not effective. The Ra value increased as the feed 

rate increased. Factors and ratios affecting the MRR value were determined as 

61.70% for feed rate, 27.42% for cutting depth, and 5.04% for cutting speed, 

respectively.  

This paper presents the effect of the cutting regime (Vc, fz, and ap) on 

surface roughness criteria (Ra, Ry, and Rz) and MRR in face milling of C45 

steel using coated carbide (GC4040) inserts. 

 

 

Materials and Methods 
 

All the tools used to conduct the experiments are presented which consist of a 

presentation of various equipment that are used to monitor the evolution of the 

surface roughness during face milling. In addition, the different methods used 

for planning and the conditions for carrying out the experiments are cited. The 

experiments necessary for this study were carried out at the Laboratory of 

Mechanics and Structure (LMS), Department of Mechanical Engineering, 

University of May 8, 1945 - Guelma. 

 

Machine tools, cutting tools, and tool holder 

The machine tool used for these tests included a vertical milling machine from 

the National Society for the Production of Industrial Machine Tools (PMO), 
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model ALMO with a power of 5 KW (Figure 1) on C45 grade steel specimens 

machined (65 x 65 x 250 mm) (Figure 2) with three (Z=3) GC4040 coated 

carbide inserts (Figure 3) fixed on a 100 mm diameter milling cutter (Figure 

4), where Z is the number of insets. 

Spindle rotational speeds available on the milling machine (N; rev/min) 

are 45; 63; 90; 125; 180; 250; 355; 500; 710; 1000, 1400; 2000. The different 

feed rates of this machine are in (Vf; mm/min): 10; 16; 20, 25; 31.5, 50; 63; 80; 

100; 125; 160; 200; 250; 314; 400; 500; 630; 800, with fz calculated using the 

following Equation (1). 

 

𝑓𝑧 =
𝑉𝑓

𝑁 ∗ 𝑍
 (1) 

 

where Z: number of inserts (Z=3 inserts). 

In order to reduce uncertainties due to resumption operations, the 

roughness was directly measured on the workpiece without dismounting from 

the lathe using a 2D roughness meter Sj- 201p (Mitutoyo) which was selected 

to measure surface roughness criteria (Figure 5) in the machining direction. 

The measurements were repeated three times on the surface at three references. 

 

 

 
 

Figure 1: Machine Tools 

(PMO), model ALMO 

 

Figure 2: Specimens machined (65 x 65 x 

250 mm) 
 

Due to the medium-high carbon content, C45 steel can be welded with 

some precautions, and it has a low hardenability in water or oil. It is fit for 

surface hardening gives this steel grade a high hardness of the hardened shell 

and its chemical composition is shown in Table 1. Concerning the 

measurement of the roughness, a roughness meter Sj-201p was used. 
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Figure 3: Insert 

GC4040 

 

Figure 4: Coromill 

245 milling cutter 

 

Figure 5: Roughness meter 

Sj-201p and roughness 

measurement method 

 

Table 1: Chemical composition % of C45 steel 

 

Cr + Mo + Ni = max 0.63 

C Si Mn Ni P S Cr Mo 
0.43 - 0.5 max 

0.4 

0.5 - 0.8 max 

0.4 

max 

0.045 

max 

0.045 

max 

0.4 

max 

0.1  

Planning of experiments 
To calculate the constants and coefficients of the mathematical models, 

Minitab and Design-Expert (both software) were used and characterized by 

Analysis of Variance (ANOVA), multiple regressions, and the RSM. In the 

current study, the relation between the cutting conditions and the technological 

parameters is given in Equation (2). 

 

𝑌 = 𝜙(𝑉𝑐. 𝑓𝑧. 𝑎𝑝) (2) 

 

where Vc: cutting speed, fz: feed rate, ap: depth of cut. 

φ is the response function and the approximation of Y is proposed by 

using a non-linear (quadratic) mathematical model which is suitable for 

studying the interaction effects of process parameters on machinability 

characteristics. In the present work, the RSM-based second order mathematical 

model is given by Equation (3). 

 

𝑌 = 𝑏𝑜 + ∑ 𝑏𝑖

𝑘

𝑖=1

𝑋𝑖 + ∑ 𝑏𝑖𝑗

𝑘

𝑖𝑗

𝑋𝑖𝑋𝑗 + ∑ 𝑏𝑖𝑖

𝑘

𝑖=1

𝑋𝑖
2 + 𝜀𝑖𝑗  

(𝜀𝑖𝑗 = 𝑦𝑖𝑗 − 𝑦
𝑖𝑗

) 

 

(3) 
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where b0 is the free term of the regression equation, the coefficients b1, b2, ..., 

bk and b11, b22, bkk are the linear and the quadratic terms, respectively, while 

b12, b13, bk-1 are the interacting terms. Xi represents the input parameters (Vc, f, 

and, ap) and ԑij is the error of fit for the regression model. Output surface 

roughness and MRR are also called response factors. 

Multi-factorial method 3 factors and 4 levels (Table 2) were chosen. 

Cutting parameters were selected based on the chemical composition, tool 

manufacturer guidelines, and cutting hardness of the workpiece material. Full-

factorial design (43=64 runs) was selected for the design of experiments and 

the experimental results are given in Table 3. 

Multiple response optimization is a procedure that enables the 

determination of the independent cutting speed parameters (Vc, f, and fz) that 

lead to optimal response results. The desirability function (DF) is expressed as 

Equation (4).  

 

𝐷𝑓 = (𝛱. 𝑑𝑖
𝑤𝑖

𝑖=1
𝑛

) 

𝐹(𝑥) = −𝐷𝑓 

(4) 

 

where:  

Df: desirability function,  

di: specific desirability of each of the (n) target outputs. It is expressed as a 

function of the target for each target output. 

Wi: the corresponding weighting function. 

The MRR in milling operations is the volume of material that is 

removed per unit time in mm3/min. The study of this parameter is important 

since the goal is to manufacture low-cost and high-quality products in a short 

time. The value of MRR is calculated using the following Equation (5). 

 

𝑀𝑅𝑅 = 𝑎𝑝 × 𝑎𝑒 × 𝑓𝑧 × 𝑍 ×
𝑉𝑐 × 1000

𝜋 × 𝐷
 (5) 

 

where; ae (cutting width)=73.5 mm, Z=3 tooths, D=100 mm (milling cutter). 

 

Table 2: Factors and levels used in the experiments (multi-factorial method) 
 

Factors Symbol 
Levels 

Level 1 Level 2 Level 3 Level 4 

Cutting speed (m/min) Vc 57 111 222 440 
Feed rate (mm/ tooth) fz 0.024 0.048 0.096 0.192 

Depth of cut (mm) ap 0.2 0.4 0.6 0.8 
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Results and Discussion 

 

Statistical data treatments were carried out in two steps. In the first one, the 

ANOVA and the effect of each factor and its interactions were determined. To 

achieve this goal, the response surface plots were generated considering two 

parameters at a time while the third one was kept constant. The second step 

focused on the modelling aspects using RSM outputs. 

 

Table 3: Experimental data for C45 steel 
 

Runs 

Factors Responses 

Vc; 

m/min 

fz; 

mm/tooth 

ap; 

mm 

Ra; 

µm 

Ry; 

µm 

Rz; 

µm 

MRR; 

mm3/min 

1 57 0.024 0.2 4.071 7.928 5.85 192.13 
2 57 0.024 0.4 4.155 8.224 6.12 384.26 

3 57 0.024 0.6 4.218 7.788 5.99 576.39 

4 57 0.024 0.8 4.26 9.132 6.295 768.52 
5 57 0.048 0.2 5.265 9.592 7.705 384.26 

6 57 0.048 0.4 5.312 9.8 7.705 768.52 
7 57 0.048 0.6 5.417 9.46 7.295 1152.78 

8 57 0.048 0.8 5.68 9.216 7.09 1537.04 
9 57 0.096 0.2 6.163 10.116 8.845 768.52 

10 57 0.096 0.4 6.394 11.244 9.51 1537.04 

11 57 0.096 0.6 6.541 9.252 9.795 2305.56 
12 57 0.096 0.8 6.583 10.144 10.08 3074.08 

13 57 0.192 0.2 7.234 11.956 9.03 1537.04 
14 57 0.192 0.4 7.318 11.728 10.31 3074.08 

15 57 0.192 0.6 7.465 12.18 9.075 4611.12 

16 57 0.192 0.8 7.381 11.376 10.69 6148.16 
17 111 0.024 0.2 3.365 6.864 4.895 374.15 

18 111 0.024 0.4 3.365 5.64 5.205 748.3 
19 111 0.024 0.6 3.386 5.736 5.01 1122.44 

20 111 0.024 0.8 3.659 6 4.8 1496.59 
21 111 0.048 0.2 3.785 7.152 5.225 748.3 

22 111 0.048 0.4 3.848 7.248 5.32 1496.59 

23 111 0.048 0.6 4.29 7.44 5.035 2244.89 
24 111 0.048 0.8 4.079 6.588 4.655 2993.19 

25 111 0.096 0.2 5.31 7.956 5.415 1496.59 
26 111 0.096 0.4 5.415 7.968 5.605 2993.19 

27 111 0.096 0.6 5.436 8.004 5.89 4489.78 

28 111 0.096 0.8 5.562 8.976 6.175 5986.37 
29 111 0.192 0.2 6.528 10.86 7.79 2993.19 

30 111 0.192 0.4 6.612 11.076 7.98 5986.37 
31 111 0.192 0.6 6.843 12.84 8.835 8979.56 
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32 111 0.192 0.8 6.885 12.756 9.025 11972.74 

33 222 0.024 0.2 2.653 5.2 4.04 748.3 
34 222 0.024 0.4 2.821 5.128 4.035 1496.59 

35 222 0.024 0.6 3.184 4.84 4.32 2244.89 

36 222 0.024 0.8 3.389 5.28 4.7 2993.19 
37 222 0.048 0.2 4.31 7.224 5.32 1496.59 

38 222 0.048 0.4 4.31 7.968 5.415 2993.19 
39 222 0.048 0.6 4.31 8.34 5.7 4489.78 

40 222 0.048 0.8 4.394 7.008 4.985 5986.37 

41 222 0.096 0.2 5.478 10.656 6.555 2993.19 
42 222 0.096 0.4 5.415 8.004 5.7 5986.37 

43 222 0.096 0.6 5.562 8.868 6.175 8979.56 
44 222 0.096 0.8 5.457 8.232 5.985 11972.74 

45 222 0.192 0.2 6.99 12.48 8.455 5986.37 
46 222 0.192 0.4 6.032 11.784 8.455 11972.74 

47 222 0.192 0.6 6.053 12.984 9.12 17959.1 

48 222 0.192 0.8 6.948 11.4 8.265 23945.4 
49 440 0.024 0.2 1.092 4.716 2.945 1483.11 

50 440 0.024 0.4 1.113 4.932 3.04 2966.22 
51 440 0.024 0.6 1.197 5.808 3.23 4449.33 

52 440 0.024 0.8 1.218 5.688 3.325 5932.44 

53 440 0.048 0.2 2.596 4.28 3.515 2966.22 
54 440 0.048 0.4 2.575 3.836 3.515 5932.44 

55 440 0.048 0.6 2.68 4.312 3.99 8898.66 
56 440 0.048 0.8 3.159 5.412 3.8 11864.8 

57 440 0.096 0.2 3.352 7.98 6.08 5932.44 

58 440 0.096 0.4 3.394 7.968 5.7 11864.8 
59 440 0.096 0.6 3.373 8.436 5.795 17797.3 

60 440 0.096 0.8 3.394 8.172 5.795 23729.7 
61 440 0.192 0.2 4.549 10.656 7.505 11864.8 

62 440 0.192 0.4 4.57 10.404 7.695 23729.7 
63 440 0.192 0.6 4.612 10.992 7.885 35594.6 

64 440 0.192 0.8 4.612 10.608 5.89 47459.5 

 
Modelling using RSM technique 
 
ANOVA analysis 
ANOVA is useful for understanding the influence of given input parameters 

from a series of experimental results by the method of designing experiments 

for machining processes, and it also helps to provide an interpretation [16]. 

Essentially, it partitions the total variation in an experiment into components 

attributable to the factors controlled and the errors generated. The statistical 

significance of the fitted quadratic models is assessed by p-values and F-values 

from the ANOVA. 
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In ANOVA Tables 4, 5, and 6, the p-value is the probability (ranging 

from 0 to 1). If the p-value is greater than 0.05, the parameter is insignificant; 

if the p-value is less than 0.05, the parameter is significant. The squared sum 

(SS) is used to estimate the square of the deviation from the general mean 

(Equation 6). 
 

𝑆𝑆𝑓 =
𝑁

𝑁𝑛𝑓

∑(𝑦
𝑖

𝑁𝑛𝑓

𝑖=1

− 𝑦)2 (6) 

 

where: 

𝑦: the average response, 

𝑦
𝑖
: average of the measured responses for each level i of the F-factor, 

N: the total number of trials, 

Nnf: the number of levels of each f factor. 

The squared mean (MS) is calculated by dividing the squared sum by 

the number of degrees of freedom (Equation 7). 
 

𝑀𝑆𝑖 =
𝑆𝑆𝑖

𝑑𝑙𝑖

 (7) 

 

The F-Value is used to check the compatibility of the mathematical 

model on the grounds that the calculated F-Values must be greater than the 

tabulated F (F-Table) (Equation 8). 
 

𝐹𝑖 =
𝑀𝑆𝑖

𝑀𝑆𝑒

 (8) 

 

where MSe is the mean squared sum of the errors. 

Column (Cont%) of the ANOVA table shows the contribution of 

factors (in percent) to the total variance, indicating the degree of percent effect 

on response (Equation 9). 
 

𝐶𝑜𝑛𝑡. % =
𝑆𝑆𝑓

𝑆𝑆𝑇

× 100 (9) 

 

The coefficient of determination (R2), defined as the ratio of explained 

variation to total variation, is a measure of the goodness of fit (Equation 10). 
 

𝑅² =
∑(𝑦𝑖 − 𝑦)²

∑(𝑦
𝑖

− 𝑦)²
 (10) 

 

ANOVA results for response surface criteria (Ra, Ry, and Rz) 
To determine the influence of any given input parameter from a series of 

experimental results by DOE for the machining process, the statistical method 
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of ANOVA was used to properly interpret the experimental data [4]. The 

coefficient of determination R2 is an important criterion that is defined as the 

ratio of the explained variation to the total variation and is a measure of the 

degree of adjustment. R2 (adj) is an average measure explained by the model, 

adjusted for the number of terms in the model, and the obtained results are 

analysed using Design Expert 12. 
Tables 4 to 6 show the results of the analysis of variance for Ra, Ry, 

and Rz, respectively. This analysis was performed for p-values of less than 

0.05 (95% reliability or better). Table 4 summarizes the results of the analysis 

of variance for the surface roughness criterion Ra, and it is noted that the most 

important factor affecting the criterion of surface roughness Ra is the feed rate 

(fz) with a contribution of 52.37%. The increase in feed rate generates furrows 

which become deeper and wider with each increase in the feed rate. The cutting 

speed has a contribution of 37.88% and it is the second most influential factor. 

In the third position, it goes to the effect of product fz*fz with a contribution of 

4.40%. The depth of cut (ap) effect is insignificant, but we do not take it into 

account because its reliability does not exceed 8%. We also neglect the 

interactions of fz×ap, ap×Vc, and Vc×fz as well as the effects of products Vc², 

and ap² because they are not important. 

Table 5 summarizes the results of the ANOVA analysis for the 

roughness criterion, Ry. It is noted that the feed rate contributes the greatest 

effect with 80.97%, then the cutting speed has a contribution of 12.90%, 

followed by the interaction of combined parameter Vc×fz with a contribution 

of 1.55%. Regarding the depth of cut, interactions, and effects of products have 

a low contribution. Referring to Table 6, the feed rate and the cutting speed are 

the two most important factors contributing to the effect of the roughness Rz, 

with contributions of 42.01%, and 24.44%, respectively, followed by fz², and 

Vc² with contributions of 13.44%, and 3.56%, while the other factors are 

insignificant. 

 

Main effects and interactions 
Figures 6, 7, and 8 represent the main effects plot in which the differences 

between the average responses of one or more factor levels were examined. 

This is a major effect when different levels of a factor affect the response. The 

main effects plot shows a plot of the mean response for each factor level 

connected to a line. The main effects plot shows that feed rate is the most 

influential factor as it exhibits the greatest trend for roughness criteria (Ra, Ry, 

and Rz) as a function of feed rate, followed by cutting speed, and finally, the 

effect of depth of cut, which does not affect significantly with respect to cutting 

speed and feed rate as shown in the main effects diagram of Ra, Ry, and Rz. 
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Table 4: Analysis of variance for Ra 

 
Source Df SS MS F P Cont.% Remarks 

Regression 9 163.255 18.1395 119.761 0.000000 95.22% Significant 

Vc 1 64.952 0.8116 5.358 0.024458 37.88% Significant 

fz 1 89.783 17.1105 112.967 0.000000 52.37% Significant 

ap 1 0.584 0.0014 0.009 0.924464 0.34% Insignificant 

Vc×Vc 1 0.235 0.2354 1.554 0.217919 0.13% Insignificant 

fz×fz 1 7.546 7.5464 49.823 0.000000 4.40% Significant 

ap×ap 1 0.075 0.0746 0.493 0.485825 0.04% Insignificant 

Vc×fz 1 0.001 0.0009 0.006 0.939487 0.000% Insignificant 

Vc×ap 1 0.020 0.0199 0.131 0.718424 0.01% Insignificant 

fz×ap 1 0.059 0.0591 0.390 0.534957 0.03% Insignificant 

Error 54 8.179 0.1515     

Total 63 171.435      

 

Table 5: Analysis of variance for Ry 

 
Source Df SS MS F P Cont.% Remarks 

Regression 9 330.787 36.7541 36.5299 0.00001 85.89% Significant 

Vc 1 49.689 49.689 49.387 0.001298 12.90% Significant 

fz 1 271.373 271.373 269.72 0.00001 80.97% Significant 

ap 1 0.0761 0.0761 0.0757 0.78432 0.024% Insignificant 

Vc×Vc 1 1.806 1.806 1.7948 0.18595 0.46% Insignificant 

fz×fz 1 1.415 1.415 1.4065 0.24083 0.36% Insignificant 

ap×ap 1 0.029 0.029 0.0292 0.864882 0.007% Insignificant 

Vc×fz 1 6.003 6.003 5.9665 0.017883 1.55% significant 

Vc×ap 1 0.368 0.368 0.3653 0.548103 0.09% Insignificant 

fz×ap 1 0.011 0.011 0.0113 0.915879 0.002% Insignificant 

Error 54 54.331 1.0061     

Total 63 385.118      

 

Table 6: Analysis of variance for Rz 

 
Source Df SS MS F P Cont.% Remarks 

Regression 9 210,334 23,370 31,877 0,000000 84.16 Significant 

Vc 1 61,072 14,607 19,924 0,000041 24.44 Significant 

fz 1 105,001 36,898 50,329 0,000000 42.01 Significant 

ap 1 0,252 0,485 0,662 0,419384 0.1 Insignificant 

Vc×Vc 1 8,895 8,895 12,133 0,000990 3.56 Significant 

fz×fz 1 33,583 33,583 45,807 0,000000 13.44 Significant 

ap×ap 1 0,217 0,216 0,295 0,588814 0.087 Insignificant 

Vc×fz 1 0,638 0,638 0,870 0,354900 0.26 Insignificant 

Vc×ap 1 0,633 0,632 0,863 0,356959 0.26 Insignificant 

fz×ap 1 0,042 0,041 0,057 0,811982 0.017 Insignificant 

Error 54 39,589 0,733     

Total 63 249,923      

DF: degree of freedom; SS: sum of squares; MS: adjusted mean squares. 
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Figure 6: Main effects plot for Ra 

 

 
 

Figure 7: Main effects plot for Ry 

 

 
 

Figure 8: Main effects plot for Rz 
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Figures 9, 10, and 11 show the interaction diagram in which parallel 

lines indicate the absence of interaction between the two segments: the greater 

the difference in slope between the lines, the greater the degree of interaction. 

However, the interaction plot does not indicate whether the interaction is 

statistically significant. It appears from the interaction diagrams (Ra, Ry, and 

Rz) that the interaction of the cutting conditions does not have a significant 

impact on the surface roughness criteria (Ra, Ry, and Rz) except in the case of 

the interaction between the cutting speed and the feed rate in the two diagrams 

of Ry and Rz. We, therefore, notice a small convergence of the roughness 

values Ry when the feed rates are high. Moreover, the roughness values of Rz 

are approachable when the feed rate increases, especially when fz=0.096 

mm/tooth.  

 

 
 

Figure 9: Interaction plot for Ra 

 

 
 

Figure 10: Interaction plot for Ry 
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Figure 11: Interaction plot for Rz 

 

Regression equations 
The relationship between input parameters and performance measurements 

(outputs) is modelled by quadratic regression using Minitab 16 software. The 

regression equations are obtained together with determination coefficients 

(R2). The arithmetic mean roughness (Ra) model and coefficients of 

determination are given in Equation (11). 

 

𝑅a=3.0909 - 0.004458 Vc + 46.4462 fz - 0.124696 ap- 
 4.109×10-6Vc2- 0.000392Vc×Fz - 0.000537084 Vc×ap 
 -121.033 fz²- 2.11146 fz×ap+0.853516 ap2 
R²= 95.23%    ,    R²(adj)= 94.43% 

(11) 

 

The maximum height of the profile (Ry) model is given below in 

Equation (12). Its coefficient of determination is R2=85.89%. 

 

Ry= 7.80398 - 0.0158878 Vc + 36.463 fz - 0.928013 ap  
+ 1.138×10-5  Vc² +0.032419 Vc×fz + 0.002308 Vc×ap 
- 52.4124 Fz²+0.924819 fz×ap + 0.535938 ap²  
R²= 85.89% 

(12) 

 

The mean of the third point height (Rz) model is given below in 

Equation (13). Its coefficient of determination is R2=84.95%. 

 

Rz= 5.66873 - 0.0190703 Vc + 36.5371 fz + 2.17619 ap 
+ 2.52746×10-5  Vc2+  0.0113375 Vc×fz -  
0.00303 Vc×ap- 77.2339 fz²+2.09941 fz×ap -1.455 ap² 
R²= 84.16% 

(13) 
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Models are reduced by eliminating terms with no significant effect on 

the responses, and they are given by Equation (14) and Equation (15). 

 

Ra  =  3.46201 - 0.00686135 Vc + 45.309 fz - 121.033 fz² 
R² = 94.66% 

(14) 

 

Ry  =  7.4366 - 0.00891901 Vc + 25.2762 fz  
+ 0.0324191 fz×Vc   with  R² = 84.93% 

(15) 

 

Rz  =  6.10858 - 0.0195655 Vc + 39.9393 fz  
+ 2.52746×10-5Vc²- 77.2339 fz² 
R²= 84.19% 

(16) 

 

Response surface and contour plots of Ra, Ry, and Rz 
Response surfaces (as shown in Figures 12, 13, and 14) show that the feed rate 

has the greatest effect and that each reduction in the feed rate reduces the 

surface roughness parameters significantly, followed by the cutting speed with 

a significant effect, while the depth of cut is minimally affected. 

These graphs (Figures 12, 13, and 14) also show that high roughness 

criteria require a high feed rate (0.192 mm/tooth) and low cutting speed (57 

m/min), while low roughness criteria require a low feed rate (0.024 mm/tooth) 

and high cutting speed (440 m/min). Therefore, the best roughness is achieved 

by applying a small feed rate and a high cutting speed. 

Model verification was performed using residual analysis. The coloured 

dots indicate the surface roughness value. The curves of the normal probability 

of Ra, Ry, and Rz are presented in Figures 15 to 17. It is clear that the residuals 

are very close compared to the straight line of normality, which implies that 

the errors are normally distributed. Thus, the already obtained mathematical 

models can be used to predict surface roughness. 

Table 7 shows the results of the ANOVA analysis for the MRR. It is 

noted that all factors (fz, Vc, and ap) and interactions (fz×ap, ap×Vc, and 

Vc×fz) have no significant effect; thus, the feed rate and the cutting speed are 

the two important factors contributing to the effect of the MRR with 

contributions of 29.69% and 29.09%, respectively. The interaction (Vc×fz) has 

a contribution of 14.87%, followed by the depth of cut with a contribution of 

11.62% of the total effect, while the interactions (fz×ap and ap×Vc) have low 

contributions (5.94% and 5.82%), respectively. 
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(a) 

 

 
(b) 

 

 
(c) 

 

Figure 12: Response surface for Ra as a function of (a) Vc, fz, (b) Vc, ap, and 

(c) ap, fz 



Optimization and mathematical modelling of surface roughness criteria  
 

 

189 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 13: Response surface for Ry as a function of (a) Vc, fz, (b) Vc, ap, and 

(c) ap, fz 
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(a) 

 

 
(b) 

 

 
(c) 

 

Figure 14: Response surface for Rz as a function of (a) Vc, fz, (b) Vc, ap, and 

(c) ap, fz 
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Figure 15: Normal probability of Ra     

 

 
 

Figure 16: Normal probability of Ry 

 

 
 

Figure 17: Normal probability of Rz 
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Table 7: Analysis of variance for MRR 

 
Source  DF SS MS F P Cont.% Rem. 

Regr. 9 4595454514 510606057 195,7 0,000 97.03% Significant 

Vc 1 1377709478 40774922 15,63 0,000 29.09% Significant 

fz 1 1406419728 42101246 16,14 0,000 29.69% Significant 

ap 1 550338006 15201146 5,829 0,020 11.62% Significant 

Vc*fz 1 704162218 704162218 70,00 0,999 14.87% Insignificant 

Vc*ap 1 275541693 275541693 105,6 0,809 5.82% Insignificant 

fz*ap 1 281283390 281283390 107,8 0,999 5.94% Insignificant 

Error 54 140831875 2607998    

Total 63 4736274157     
2 

 

Main effects and interactions of MRR 
For the main effects, the diagram in Figure 18 illustrates that the depth of cut 

has almost a constant effect between all levels, while the increase in feed rate 

and speed of cut produces a simple increase in the effect between their levels. 

Figure 19 indicates the interactions for MMR. From these diagrams, the 

interactions of the three cutting parameters (fz×ap, ap×Vc, and Vc×fz) have 

no significant impact on the material removal rate. The mathematical model 

can be reduced as follows: MRR= f (Vc, fz, and ap).  
 

 
 

Figure 18: Main effects plot for MMR; mmᶾ/min 
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Figure 19: Interaction plot for MMR, mmᶾ/min 

 

Regression equations 
The material removal rate RMM model is given below in Equation (17). 

 

𝑀RR=6557,07 - 31,6003 Vc - 72856,3 fz - 13114,1 ap +  
 351,115 Vc × fz + 63,2007 Vc × ap + 145713 fz × ap 
R² = 97.03   ,   Adjusted R² = 96,71% 

(17) 

 

Multi-response optimization Ra and MRR using desirability approach. 
Optimization methods were used to obtain the optimum machining conditions 

for milling operations using surface roughness and MRR as responses. 

In order to decrease the level of desirability, Figure 20 and Table 8 show 

the optimization results (minimize Ra and maximize MRR). Values of optimal 

cutting parameters were found to be as follows: Vc=440 m/min, fz=0.096 

mm/tooth, and ap=0.8 mm. The optimum surface roughness and MRR were as 

follows: Ra=3.756 μm and MRR=23435.874 mm3/min with combined 

desirability=0.830035. 

 

 
 

Figure 20: Ramp function graph for surface roughness and MRR 
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Table 8: Response optimization for surface roughness and MRR 

 

Number Vc fz ap Ra MRR Desirability 

1 440.00 0.096 0.800 3.756 23435.874 0.830035 
2 440.00 0.096 0.792 3.749 23206.315 0.828512 

3 440.00 0.096 0.769 3.732 22543.256 0.825466 
4 440.00 0.096 0.717 3.695 21067.795 0.814805 

5 439.99 0.096 0.710 3.690 20845.963 0.813282 
6 440.00 0.096 0.704 3.687 20686.579 0.811759 

7 440.00 0.096 0.688 3.677 20220.899 0.808713 

8 440.00 0.096 0.626 3.642 18445.980 0.79196 
9 440.00 0.096 0.548 3.608 16194.432 0.767592 

 

 

Conclusions 
 

In this work, it studied the effects of these parameters such as feed rate, cutting 

speed, and depth of cut on roughness criteria (Ra, Ry, and Rz) with Material 

Removal Rate (MRR) while face milling C45 steel using a GC4040 cutting 

insert. Based on the experimental results, the following conclusions can be 

drawn: 

i. The ANOVA analysis of the surface roughness criteria reveals that the 

feed rate (fz) has a significant effect on the different surface roughness 

criteria (Ra, Ry, and Rz) with contributions of 52.37%, 80.97 %, and 

54.96%, followed by the cutting speed (Vc) with contributions of 37.88%, 

12.90%, and 24.43% on each Ra, Ry, and Rz, respectively, while the 

effect of depth of cut is negligible. 

ii. The contour plots in this work enabled us to visualize the response 

surface in two dimensions, and these two methods make it possible to 

compare the influence of factors on the response. 

iii. The mathematical model of the MRR was the most representative model 

because its coefficient of determination R2 was 97.03%, followed by the 

model of Ra, Ry, and Rz with 95.23%, 85.89%, and 84.95%, respectively. 

Producing very good ratios, it shows that the studied surface roughness 

criteria and MRR are mainly related to each response of the cutting 

parameters (Vc, fz, and ap) which is close to 100%. 

iv. Values of optimal cutting parameters are found to be as follows: Vc=440 

m/min, fz=0.096 mm/tooth, and ap=0.8 mm. The optimum surface 

roughness and MRR are as follows: Ra=3.756 μm and MRR=23435.874 

mm3/min with a combined desirability=0.830035. 
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ABSTRACT 

Underfloor air distribution system (UFAD) mesh flow velocity was simulated 

using Computational Fluid Dynamics (CFD). Three mesh sizes were used to 
explore the domain's core x-y plane velocity contour and profiles. Compared 

to medium and fine, the coarse mesh underestimated the velocity significantly. 

A slight discrepancy occurred where the shear flow was dominant. The 
symmetrical flow velocity for both sides of the room length was shown in the 

xy-plane at the centre of the inlet. The mean error for coarse and medium mesh 

was larger than for the medium and fine mesh. It shows that the difference 
between the medium mesh and the fine was accepted. The computational time 

for medium mesh was acceptable for simulation, and it will not vary 

substantially even if the grid is refined further. The normalised mean square 
error (NMSE), the factor of two observations (FAC2), the factor of 1.3 

observations (FAC1.3), and the fractional bias (FB) are used to measure the 

performance of the models and the value of the outcomes was exceptional. As 
a result, the accuracy of the finding can be improved by conducting additional 

research with manikins and in a fully occupied room under real-world 

conditions. In addition, this study could analyse and anticipate the optimal 
scenario regarding ventilation performance, etc. 

Keywords: Computational Fluid Dynamics (CFD); Discretization Error; 
Grid Convergence Index (GCI); Mesh Refinements; Verification 
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Introduction  
 

An underfloor air distribution (UFAD) system is used in many modern 

commercial buildings, like open office buildings because it is considered an 
energy-efficient way to move air. To prevent cold draughts and UFAD short-

circuits, it is important to control the supply air's temperature and velocity. 

This could reduce the efficiency of new commercial buildings to remove heat 
generated by a highly sensible cooling load [1]-[2]. The UFAD indoor air 

distribution system may improve thermal comfort, air quality, and HVAC 

energy usage [3].  
Displacement ventilation (DV) operates like UFAD systems for 

cooling. In cooling mode, DV and UFAD systems draw cold air from the floor 

and exhaust it from the ceiling. Thermal plumes from overheated sources cause 
floor-to-ceiling air movement by entraining and lifting air. High heat loads are 

accommodated through buoyancy-driven airflow. Its thermal plume cools the 

room. DV and UFAD deliver space air differently. UFAD diffusers mix more 
than DV diffusers, which are low-velocity. This lets a reduced air volume 

supply meet room load. Air rising in the room uses heat gain's natural 

buoyancy in space to generate a vertical temperature differential. Due to 
differing fluid dynamics, UFAD can have a lower supply air temperature and 

higher flow rate than DV [4]. 

Indoor environments are frequently modelled using Computational 
Fluid Dynamics (CFD) [5]-[7]. CFD simulations require accurate 

computational mesh and flow problem physics. In CFD models, input models 

and numerical uncertainty might influence the numerical solutions. The 
accuracy is linked with the grid resolution. For example, spatial discretization 

error is the most challenging and demanding approximation. The discretization 

error can be decreased by refining the grid. Increasing discretization scheme 
order and mesh size or quality reduces numerical errors. When raising mesh 

resolution, it is necessary to consider all elements affecting mesh quality. 

Uniformity, aspect ratio, orthogonality, and skewness values are essential 
mesh qualities to examine. These mesh metrics will affect the solution 

method's accuracy, robustness, and efficiency; therefore, whether a mesh is 

good or bad depends on the numerical discretization. Getting a solution that 
does not rely on the mesh size can be very expensive and take a long time, 

significantly if the mesh size is reduced randomly. Finding the proper mesh 

density for a given problem has proven challenging while maintaining 
computational time and accuracy within acceptable limits. Making a well-

distributed mesh from the start can save from using adaptive mesh techniques, 

and it is essential to set the correct values at the beginning.  
Other than that, CFD modelling is difficult for ventilation when 

developing unstable turbulence models like Large Eddy Simulation (LES) and 

representing inlet boundary conditions. The challenge is predicting internal 
airflow and ventilation. Reynolds-averaged Navier–Stokes (RANS) or 
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Unsteady RANS (URANS) equations are extensively employed for ventilation 
simulation due to their inexpensive cost, but their accuracy is restricted by 

unresolved temporal turbulent fluctuations, an assumption of Reynolds stress 

isotropy, and low-Reynolds-number effects. RANS models were not designed 
to forecast flow regimes like boundary layer separation [8]. RANS models 

overestimate turbulent dissipation, which raises wall shear stress, delays the 

separation of the wall boundary layer, and misaligns the wall jet. These issues 
may make it difficult to anticipate air flow and turbulence, which is crucial for 

removing indoor pollutants. Building ventilation systems aren't optimised by 

RANS models. Owing to RANS's constraints, we need to improve the 
numerical equations and apply the right LES models for ventilation 

simulations while considering low-Reynolds-number effects [9]. 

Most indoor CFD models use hexahedral, tetrahedral, or hybrid meshes 
[10]-[11]. The hexahedral mesh can be structured or unstructured, but the other 

two are not structured. Several CFD studies have looked at how mesh types 

and cell shapes affect the mean flow profile. The grid independence test was 
utilised in various ways while examining the indoor environment. There is a 

structured and unstructured mesh. The structured mesh comprises two main 

types: regular topology and repeated primitive shapes in space. For structured 
meshes, flow-aligned hexahedral elements can improve solution accuracy with 

a small number of cells but making the mesh topology may take time. For 

unstructured, the connections between the vertices are not regular, and there is 
no any underlying shape repetition. These meshes are more flexible, easier to 

make and saves time. However, it may need more cells to be as accurate as 

structured meshes [12].  
Researchers have modelled particle movement and settlement in indoor 

environments using Mixing Ventilation (MV), Displacement Ventilation 

(DV), and Underfloor Air Distribution (UFAD) systems. Semi-empirical 
deposition models explain how particles build up at solid boundaries. The size-

dependent deposition characteristics are well figured out in these models, 

which are used to facilitate the rules [5]. A semi-empirical expression in the 
range of particle sizes from 0.01-10 µm is compared to an existing numerical 

model. The deposition and fate of particles are depicted, and a positive 

outcome is only possible if the near-wall grid is sufficiently small and the 
turbulent kinetic energy near the wall is adequately muted depending on its 

component normal to the wall [6].  

Before creating our mesh, we must establish the optimal mesh type for 
our case. In addition, it substantially impacts the cost and accuracy of CFD 

simulations. Numerous CFD studies have done grid independence evaluations 

to assess their performance. A spatial discretization error may occur if the 
mesh is too large or small. Through mesh refinement, the numerical dissipation 

may be minimized. In addition, a large grid number could be damaging. If the 

round-off error is huge, it might quickly exceed the truncation error, resulting 
in decreased accuracy. There may be adverse outcomes if the number of cells 
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in a cell is too few or too many. Therefore, it is essential to determine the 
optimal grid number [13].  

This study aims to figure out the Grid Convergence Index (GCI) for 

indoor airflow of an underfloor air distribution (UFAD) system with three 
different grid resolutions. It is the most common and accurate way to figure 

out how uncertain the result is. The goal is to determine how the mesh 

resolution affects the order of accuracy and numerical solution accuracy. It is 
based on the lower accuracy limit, which can lead to incorrect conclusions 

when the observed accuracy order differs from the formal order of accuracy 

[14]. Three kinds of uncertainty can affect the numerical solutions: uncertainty 
in the inputs, the model, and uncertainty in the math itself. These include 

spatial and temporal discretization, convergence, and rounding errors [15]. 

There are many different approximations, but one of the most important and 
hardest is the error that comes with a grid resolution or spatial discretization 

error. Grid refinement can be used to reduce the error that comes from 

discretization. Adjusting the mesh and discretization step size helps reduce 
numerical errors. All elements that degrade mesh quality when resolution is 

increased must be considered.  

A study compared simulated airflow and temperature distributions in a 
first-class cabin with the variables (hexahedral, tetrahedral, and hybrid cells) 

was done in 2015. The study discovered that hexahedral meshes were the most 

precise, but also the most expensive to compute [16]. In addition, it looked at 
how mesh refinement and cell topology changed the indoor airflow profile by 

looking at a graph between the data and the results from computer simulations 

but not quantitatively.  
Grid Convergence Index (GCI) was used [17]-[20] to look at how mesh 

resolution and cell geometry predict outdoor environments, like how pollutant 

gas spreads around buildings. The grid resolution affects the accuracy of 
numerical results by looking at how indoor air temperature changes over time 

and how old the air is [21]-[22]. Instead, some researchers looked at 

temperature and velocity profiles. When calculating the velocity flow profile, 
the hexahedral mesh outperforms the tetrahedral mesh but also took the most 

time to make. The hybrid meshes were the least accurate but took the least 

amount of time to calculate. By increasing the number of grids in the hybrid 
mesh to get the same level of accuracy as with hexahedral meshes, the same 

amount of time is spent on computing. From the study, the accuracy of 

simulations with hexahedral meshes with 12 million cells, hybrid meshes with 
24 million cells, and tetrahedral meshes with about 15 million cells would be 

the same. Also, each of these simulations would take about 80–90 hours to run 

on the computer network [16]. 
By adding more grids to the hybrid mesh, accuracy can be increased. 

Hexahedral mesh matches experimental data faster than other mesh designs 

[21], [23]-[24]. The GCI method can figure out the order of convergence and 
the asymptotic answer in a solid way. Even though more study needs to be 
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done on blast situations and finite element (FE) calculations, this method 
seems to be a good estimate. Researchers can analyse the airflow, air quality, 

and thermal comfort by using a good simulation to predict the real airflow, air 

quality, and thermal comfort data. This study identifies the optimal mesh size 
that could rank the error based on how far off the key predicted and measured 

results were from each other. A study of air velocity distributions showed that 

different mesh types led to different simulation results due to truncation 
problems. 

 

 

Methodology 
 

Model development  
Most buildings are ventilated either mechanically, naturally, or both. Airflow 

within rooms is often turbulent, and turbulence disperses particles more 

efficiently. Before figuring out how particles move, it is important to know 
how the air flows around them. The Eulerian method is used to simulate the 

air in this numerical analysis. A new drift–flux model is used to solve the 

turbulent airflow field utilising the Renormalization Group (RNG) k-
turbulence model as validated by paper [10]. RNG k-ɛ models simulate three-

dimensional (3D) turbulent airflow [25]. They are computationally efficient 

and stable compared to seven-equation Reynolds stress models. RNG and 
traditional k–ɛ models have different constant coefficients despite similar 

formulations. Compared to the standard k–ɛ model and other turbulence or 

laminar models [26], the RNG k–ɛ model is more suited for simulations of 
indoor airflow. The general version of the governing Equation (1) for an 

incompressible fluid is as follows:  

 
𝜕𝑦

𝜕𝑥
(𝜑) + ∇. (𝑢𝜑) = ∇. ( 𝜏𝜑 ∇𝜑 ) + 𝑆𝜑  

(1) 

 

u is the velocity vector, ϕ represents each of the three velocity 

components, u, v, and w. 𝜏𝜑 is the effective diffusion coefficient φ. 𝑆𝜑 is the 

source term of the general Equation (2). When 𝑆𝜑=1, the Equation changes 

into the continuity equation. 

Most airflows indoors are turbulent. So, turbulence modelling is 
essential for most CFD simulations [27]. Reynolds-Averaged Navier-Stokes 

(RANS) turbulence modelling has become a popular way to model how air 

moves in closed spaces. For indoors, the air phase flow is viscous, 
incompressible, isothermal, and has the same density. RNG k ɛ turbulence 

model has been used with the Reynolds-Averaged Navier-Stokes (RANS) 

equations as a guide. They can be written down in general terms: 
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𝜌𝑢̅𝑗 
𝜕𝑢̅𝑖

𝜕𝑥𝑗

=  𝜌𝑓𝑖̅ + 
𝜕

𝜕𝑥𝑗

[−𝜌𝛿𝑖𝑗 +  𝜇 (
𝜕𝑢̅𝑖

𝜕𝑥𝑗

 + 
𝜕𝑢̅𝑗

𝜕𝑥𝑖

) −  𝜌𝑢′𝑖 𝑢′𝑗
̅̅ ̅̅ ̅̅ ̅̅  ]   

(2) 

 

 
 

Figure 1: The sectional perspective of the room geometry used for the 

development of the indoor airflow profile model 

 

 
 

Figure 2: The centre plane of the model 

 
Figure 1 shows the sectional perspective of the room geometry, where 

width (W) x height (H) x length (L) = 4 x 3 x 3 m. Figure 2 shows the centre 

of each xy-plane and the xz-plane for the domain. The inlet and outlet 
dimensions are 0.6 x 0.6 m (refer to JKR dwg. std) and are located on the floor 

and at the top.  

 
Boundary condition 
Boundary conditions specify the set of computational mesh faces that align 

with the physical domain's edges. There are two different kinds of boundary 
conditions: numerical and physical. Von Neumann and Dirichlet boundary 

conditions are the two forms of numerical boundary conditions. These 

boundary conditions affect the gradient along the border and the value on the 
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boundary (or a constant value) of the variable [28]. Below is the description of 
the physical boundary conditions for an incompressible flow:  

i. Inlet: the velocity value is determined, and a zeroGradient pressure 

condition is set. 
ii. Outlet: the outflow border is specified in the same manner as the total 

mass balance. The pressure distribution is specified, and the pressure and 

velocity boundary conditions are fixed to fixedValue and zeroGradient, 
respectively. 

iii. Non-slip wall: the flow velocity on the wall is the same as the wall's 

velocity. As there is no flow through the wall, the pressure gradient is set 
to zeroGradient. 

Three different patches in the computational domain have been made for 

this study. A part of the top surface is an outlet, while a part of the bottom 
surface is an inlet. The side surface is sometimes known as a wall. At the inlet 

patch, a fixedValue boundary condition is established, whereas, at the wall 

patch, a zeroGradient is applied. Tables 1 and 2 provide further information on 
boundary conditions. The industry Code of Practice on Indoor Air Quality 

(DOSH 2010) [29] has an acceptable range such as: 

i. Air Temperature: 23 – 26 °C 
ii. Relative Humidity: 40 – 70% 

iii. Air Movement: 0.15 – 0.5 ms-1 

The parameters input is referred to DOSH to make it as actual 
conditions to get the ideal values. 

 

Table 1: Boundary conditions 
 

Flow of 

Properties 

Type of Patches 

Outlet Inlet Walls 
U zeroGradient fixedValue fixedValue 
K zeroGradient zeroGradient kqRWallFunction 
P fixedValue zeroGradient zeroGradient 

nuT zeroGradient zeroGradient nutkWallfunction 

ɛ zeroGradient fixedValue epsilonWallFunction 

 

Table 2: Explanation of boundary conditions 

 

Type Description of boundary conditions 
zeroGradient Normal gradient of ϕ is zero 
fixedValue Value of ϕ is specified 

nutkWallfunction 
On corresponding patches in the turbulent fields k 

and nut 

kqRWallFunction 
On corresponding patches in the turbulent fields 
k, q, and R 

epsilonWallFunction On corresponding patches in the epsilon field 
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Grid Convergence Index (GCI) 
A discretization error is made in the simulation when a finite time and space 

domain is used. So, a number answer can only be thought of as a close estimate 

of the real answer. Grid Convergence Index (GCI) uses the mesh size to figure 
out how big this error is. The GCI first released Roache in 1994 [30]. This 

distance between our computed value and the asymptotic value can be thought 

of as the relative error bound. Users can see how big of an error that might be 
making and where it might fall inside the error band. While low GCI values 

indicate that the computational solution is close to the asymptotic on the mesh 

size, this also demonstrates how much the solution will vary when the mesh 
size is refined [30], [31]-[32]. If the solution is already good enough, making 

the mesh smaller will not make it much different. Some authors have shown 

that it is not always true the results are better when the mesh is finer [33]-[34]. 
Based on that idea, generally, the results are better when the mesh is finer. 

Compared to other methods, this one has some significant advantages since it 

does not need an analytical solution, gives a confidence limit for the estimated 
error band, and can be used with as few as two mesh solutions. 

In the past, the exact analytical solution was used to find the 

convergence error, and then a graph was used to show the range of 
convergence. However, most real-world problems do not have clear answers. 

Most traditional discretization methods presume an exact solution fexact and its 

numerical approximation f(h). The discretization error is calculated using 
Equation (3), E(h), and ignores higher-order terms when the mesh is fine 

enough [30], [35]-[36]: 

 

𝐸 (ℎ) =  𝑓𝑒𝑥𝑎𝑐𝑡 − 𝑓(ℎ) ≈ 𝐴ℎ𝑝  (3) 

 
where h is a measure of the mesh's discretization, A is a constant, and p is the 

convergence rate. So, three unknowns are left: the constant A, the convergence 

ratio p, and the exact solution fexact. The GCI method is based on figuring out 
these unknowns and estimating them. GCI was employed with three mesh 

refinements and a constant grid refinement ratio. The meshes used for this 

study (called A, B, and C) resulted in the following ratio, r=hA/hB=hB/hC=2.  
Applying Equation (3) to mesh sizes A, B, and C estimates the order of 

convergence, where hA > hB > hC. Then, the unknown constant A can be 

eliminated, and the unknown p can be obtained [37]: 
 

𝑝 =  
ln( 

𝑓𝐴 −   𝑓𝐵

𝑓𝐵 −   𝑓𝐶
 ) 

ln(𝑟)
  

(4) 

 
The analytical conclusion can be approximated by utilising ABC's two 

best grids to get the asymptotic solution for h approaching zero since the order 

of convergence is known:  
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𝑓ℎ→0 ≈  𝑓𝑒𝑥𝑎𝑐𝑡  ≈  𝑓𝐴 − 
𝑓𝐵 − 𝑓𝐶

𝑟𝐶𝐵
𝑝 − 1

 
(5) 

 

Equation (5) calculates the relative error (ɛ) of finer meshes to mesh (r) 
and convergence (p) ratios [37]-[38]. The definition of the relative error is as 

follows: 

 

𝜀𝐶𝐵 =  
𝑓𝐵 − 𝑓𝐶

𝑓𝐶

 
(6) 

 
which should never be used since the formula does not incorporate r or p. 

Equation (7) gives the GCI error as a percentage. 

 

𝐺𝐶𝐼𝐶𝐵 = 𝐹𝑆

𝜀𝐶𝐵

𝑟𝐶𝐵
𝑝 − 1

  (7) 

 
FS calculates the safety factor by multiplying the relative error term 

from GCI scenarios. As the exact solution is unclear, this error estimates the 

finest mesh employed relative to the numerically converged solution [30]. This 
factor has a value of 3 when two meshes are analysed, and 1.25 when three or 

more meshes are analysed. The second value was utilised in this investigation. 

This safety factor indicates the degree of confidence that the calculated error 
bound is within 95%. Last but not least, the extrapolated (or computed) 

solution, denoted f*CB  for the finer mesh combination, gives an approximation 

of the numerically asymptotic solution: 
 

𝑓∗
𝐶𝐵

=  
𝑟𝐶𝐵

𝑝 ∙  𝑓𝐴 − 𝑓𝐵

𝑟𝐶𝐵
𝑝 − 1

 
(8) 

 
This approach is only applicable when all grids fall inside the 

asymptotic range, at which point Equation (8) is asymptotically true (also the 

solution that can be extrapolated to other mesh combinations). By comparing 
two GCI values from three meshes, the asymptotic range of convergence can 

be determined. This is based on the assumption that the ratio between errors 

and mesh spacing must be constant for the asymptotic range of convergence to 
be fulfilled [38]. 

 

𝐺𝐶𝐼𝐵𝐴  ≈  𝑟𝑝𝐺𝐶𝐼𝐶𝐵  (9) 

 

Lastly, since the GCI only gives the error bound, Equation (10) shows 
how to get the range that the converged solution should be within a 95% 

certainty. 

 



Nor Azira Mohd Zainuddin et al. 

208 

|𝑓𝐶(1 − 
𝐺𝐶𝐼𝐶𝐵

100%
), 𝑓𝐶(1 + 

𝐺𝐶𝐼𝐶𝐵

100%
)|  

(10)  

 

 

Results and Discussion 
 

Validation with Chen et al. [10] simulation 
The accuracy of this work is judged by comparing steady-state simulation to 

scale-modeling data for a basic model room conducted by Chen et al. [10]. The 

characteristics of the CFD model, including the computational grid, turbulence 
model, boundary conditions, and near-wall treatment, are used to establish a 

trustworthy CFD model for validation research. The geometry and condition 

of their experimental setup are the same as our CFD setup. To validate the 
precision of airflow estimates, the x-direction velocity is compared to the 

experimental data reported by Chen et al. [10]. The model geometry done by 

Chen et al. is shown in Figure 3 in length (x), width (y), and height (z); 0.8 m, 
0.4 m, and 0.4 m. Its inlet and outlet are the exact sizes, 0.04 x 0.04 m.  

 

 
 

Figure 3: Ventilation chamber and experiment diagram by Chen et al. [10] 

 

Two grid systems with 40 20 20 and 80 40 40 grids have been used with 
the grid-independent test. The comparison shows that the difference is not very 

big (less than 5%), and grid 40 20 20 is used. Velocity profiles at x=0.2 m, 0.4 

m, and 0.6 m are compared with the experimental and simulation results. Inlet 
velocity is 0.225 ms-1 (corresponding to air change rates of 10 h-1). Chen's 

simulation is performed on an SGI Onyx 3800, and the solver used is the 

SIMPLER algorithm to couple the pressure and velocity fields [10]. The 
present simulation is done in OpenFOAM, and the solver is SIMPLE, which 

gives suitable velocity corrections; however, the pressure correction is less 

accurate [23], [39].  
Figure 4 shows the graph of Chen’s experiment, Chen’s simulation, and 

the present simulation which compares the calculated velocity field with 
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experimental records in the x-direction at x=0.2 m, x=0.4 m, and x=0.6 m of 
the centre plane [10].  

 

 

 

 
(a) 

 

 

 

 
(b) 

 

 

 

 
(c) 

 

Figure 4:  The contour of velocity (inlet velocity 0.225 ms-1) and the 
comparison of measured and predicted x direction velocities at three 

different locations [10]; (a) x=0:2 m, (b) 0.4 m, and (c) 0.6 m 

 
Validation metrics  
The factor of two observations (FAC2), the factor of 1.3 observations 

(FAC1.3), the normalised mean square error (NMSE), and the fractional bias 
(FB) are four validation metrics used in this study to acquire a quantitative 

assessment of the performance of the chosen RANS turbulence models [12], 

[40]. In addition, every turbulence model's statistical performance is assessed 
in terms of streamwise velocity [21], [41]. These models include STD k 
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epsilon, RNG k epsilon, RLZ k epsilon, and SST k omega. Metrics are 
computed via Equations (11), (12), (13), and (14). 

 

𝐹𝐴𝐶2 = 
1

𝑁
∑ 𝑛𝑖

𝑁

𝑖=1

 𝑤𝑖𝑡ℎ 𝑛𝑖 =  {
1, 𝑓𝑜𝑟  0.5 ≤

𝑃𝑖

𝑂𝑖

≤ 2

0, 𝑒𝑙𝑠𝑒

   

(11) 

 

𝐹𝐴𝐶1.3 =  
1

𝑁
∑ 𝑛𝑖

𝑁

𝑖=1

 𝑤𝑖𝑡ℎ 𝑛𝑖 =  {
1, 𝑓𝑜𝑟  0.77 ≤

𝑃𝑖

𝑂𝑖
≤ 1.3

0, 𝑒𝑙𝑠𝑒

  
(12) 

 

𝐹𝐵 = 
[𝑂] − [𝑃]

0.5 ([𝑂] + [𝑃])
  

(13) 

 

𝑁𝑀𝑆𝐸 =  
(𝑂𝑖 − 𝑃𝑖
̅̅ ̅̅ ̅̅ ̅̅ ̅).2

𝑂𝑖̅ 𝑃𝑖̅

 
(14) 

 

with Pi as the predicted value (Chen’s simulation [10]), Oi as the observed 

(present simulation/measured) value, and n as the number of measurement 
locations, equal to 32 for three different locations. The overbar denotes 

averaging over the whole dataset. Table 3 depicts the results for velocities 

along three vertical lines (x=0.2, 0.4, and 0.6). The ideal values correspond to 
a perfect agreement between Chen’s simulation and the present simulation 

result in which FAC2=1, FAC1.3=1, FB=0, and NMSE=0. FAC counts the 

fraction of data points where the predictions are within 2 or 1.3 of the 
observations based on the predicted and observed value ratio. FB is a linear 

measure of the mean bias and reveals systematic errors. 

 
Table 3: Validation metrics for x-velocity for present simulation with Chen’s 

simulation  

 

Present simulation vs. 
Chen’s simulation [10] 

FAC2 FAC1.3  FB NMSE 
0.7813 0.6875 -0.446 0.00358 

Ideal values 1 1 0 0 
 

FAC2 for all lines was 0.7813, and FAC1.3 was 0.6875, near the ideal 

value of 1. FB value showed an underestimate of the present simulation than 
the predicted value, which was -0.446 and near the ideal value of 0. 

Meanwhile, NMSE showed a value of 0.00358 which was slightly near the 

ideal value of 0. This indicates that the observed data agrees well with Chen’s 
simulation data. Figure 5 shows a scatter plot of measured versus modelled 

values for horizontal, along with three velocity components, Ux. Again, all 

data points (32) in the vertical profiles are included.  
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Figure 5: Compares the present and Chen’s [10] simulation results in three 

locations. As indicated, black dotted lines correspond to 10%, 25%, and 50% 

errors 
 

Turbulence model verification 
Four RANS models are used to simplify the calculations in this paper for the 
validation simulation. The 3D steady RANS (Reynolds-Average Navier 

Stokes) equation is solved using the combination of four turbulence models: 

two-equation eddy viscosity models such as renormalization group k epsilon 
model (RNG k-ɛ), standard k epsilon model (STD k-ɛ), realizable k epsilon 

model (RLZ k-ɛ), and shear stress transport k omega (SST k-ω). The statistical 

performance of every turbulence model is evaluated. However, RLZ k-ɛ and 
SST k-ω are not converged. 

Figure 6 compares the graph of Chen’s [10] simulation and the present 

simulation of RNG k-ɛ and STD k-ɛ model. Table 4 shows the validation 
metrics for x-velocity for both turbulence models RNG and STD k-ɛ model. 

FAC2 for RNG k-ɛ and STD k-ɛ were 0.47 and 0.53, while the ideal value for 

FAC2 was 1.  
 

Table 4: Validation metrics of x-velocity for RNG and STD k epsilon model 

simulation with Chen’s simulation  
 

 FAC2 FAC1.3  NMSE 

RNG k epsilon 0.47 0.4 0.00025 
STD k epsilon 0.53 0.4 0.00017 
Ideal values 1 1 0 

 

Both turbulence model values for FAC1.3 were 0.4, where the ideal 
value is 1. NMSE values were 0.00025 and 0.00017 for RNG k-ɛ and STD k-

ɛ, which is slightly near to the ideal value of 0. This indicates that the observed 
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data agrees better with STD k-ɛ simulation data. Figures 7 and 8 show the 
scatter plot of measured versus modelled values for horizontal, along with 

three velocity components, Ux for RNG k-ɛ and STD k-ɛ model, as compared 

with Chen’s simulation [10].  
 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 6: Compares the present and Chen’s simulation [10] results in STD 
k epsilon turbulence model. As indicated, black dotted lines correspond to 

10%, 25%, and 50% errors 
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Figure 7: Compares the present and Chen’s simulation [10] results in RNG k 

epsilon turbulence model. As indicated, black dotted lines correspond to 
10%, 25%, and 50% errors 

 

 
 

Figure 8: Compares the present and Chen’s simulation [10] results in STD k 

epsilon turbulence model. As indicated, black dotted lines correspond to 

10%, 25%, and 50% errors 
 

Grid refinement 
The research on grid refinement was performed on each of the three grid 
resolutions. The grid size in Example A is the largest, the resolution in Case B 

is medium, and the resolution in Case C is the finest [21]. Case A has the 

coarsest grid, Case B has the medium resolution, and Case C has the finest 
resolution. These cases are shown in Table 5 for their specification while 

Figure 10 depicts their visualization. By increasing the grid size the domain is 

discretized into coarse, medium, and fine grids. This results in a total grid 
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number of 1,414,933, 3,981,287, and 5,668,675, along with their respective 
computing times. 
 

Table 5: Specification case for coarse, medium, and fine grid  

 

Case A (Coarse) B (Medium) C (Fine) 
Number of cells 1 414 933 

 

3 981 287 

 

5 668 675  

 Computation time 03 h 36 m 06 
s 

24 h 50 m 21 
s 

48 h 18 m 02 
s  

Truncation error decreased with grid number. Mesh type had little 
effect on simulation outcomes at large grid numbers [14]. Figure 13 compares 

simulated and measured airflow distributions with coarse (1 million cells), 

medium (3 million cells), and fine (5 million cells) meshes at a room cross-
section. Figure 11(a) shows the cross-section location. 

 
Velocity contour and streamlines 
Figure 9 shows the schematic of the room geometry for the xy-plane. Figure 

10 shows the velocity contour for three different grid sizes measured at the xy-

plane, where room height, z=1, and room width, x=2, are at the central location 
of the domain. It shows that the coarse grid is different from the medium and 

fine grids. It shows the medium and fine grids are slightly the same. 

 

 

 

 

 
(a) (b) 

 
Figure 9: a) Schematic of the room geometry at xy-plane, and b) line at xy-

plane 

 
Figure 11 shows the velocity profile for the three cases. The horizontal 

axis represents the x velocity, Ux, while the vertical axis indicates the room 

length, y. It shows the symmetrical flow velocity for both sides of the room 
length at three-line positions x=2, x=6, and x=8. This result was taken at the 

room's height of z=1 m. It was considered for the sitting position. At lines x=2 

and x=4, in the middle of the room, the flow velocity is the highest compared 
to both sides of the room. When x=6, the velocity profile shape is different and 

near zero velocity.  
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(a) 

 

   
(b) 

 

   
(c) 

 

Figure 10: Block mesh and geometry structure with velocity contour for 
different cases: at the x-y plane, z=1, at the middle domain; (a) coarse, (b) 

medium, and (c) fine 

 
The profile also shows that a significant difference can be observed for 

the coarse mesh (dashed line) compared to medium (solid line), while less 

significant for medium (solid line) and fine (dotted line) grids. Similar velocity 

profiles can be found using either a medium or fine grid. Due to the nearly 
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grid-independent nature of the medium grid's output, it is selected for further 
simulations [10], [42]-[43]. The GCI is a metric for determining the degree of 

grid convergence. Figure 11 also shows the mean error for medium and fine 

mesh, where line x=2 is 0.14% error, x=4 is 0.08% error, and x=8 is 0.09% 
error. The difference between medium mesh and fine, as shown, is accepted. 

Therefore, the computational time for medium mesh is acceptable for 

simulation. Overlooked will add a level of complexity, which makes the whole 
process of prototype or numerical modelling almost unsolvable. 

 

  
(a) 

 

  
(b) 

 

  
(c) 

 

Figure 11: Velocity profile and graph with error bar to compare the 

medium and fine mesh at the x-y plane, (a) x=2, (b) x=4, and (c) x=6 
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Conclusion 
 

Computational fluid dynamics (CFD) is an efficient tool for analysing airflow 

in a built-in environment. To sustain the quality of CFD simulations, the 
process of numerical modelling must be appropriately governed; this is 

becoming an essential supplementary to experimental and theoretical methods. 

CFD numerical data can explain airflow performance in terms of air quality, 
occupants' thermal comfort, and building energy savings. Consequently, this 

work presents turning CFD analyses of indoor airflow in the building 

environment. The performance of CFD modelling is investigated in terms of 
the efficiency of computational grids, convergence criteria, and validation 

techniques. More often, numerical models are used to show how natural 

processes work. Since we have improved numerical tools, it is possible to 
describe the behaviour of complex flow phenomena more precisely. Even 

though more complicated systems can be solved, there is still some assumption 

about how accurate the solutions are. Putting the results of experiments and 
simulations next to each other is not enough to prove how good the outcome 

is. CFD problems can be solved via a variety of mesh-independent solution 

approaches. The most well-known methods are Grid Resolution, General 
Richardson Extrapolation, and Grid Convergence Index techniques. The Grid 

Convergence Index (GCI) methodology provides a way to calculate and report 

discretization error estimates in CFD simulations. It lets us measure how much 
uncertainty there is in grid convergence. Solutions on three distinct grids are 

provided to study the effect of the numerical scheme, boundary conditions, and 

grid independence. Using a kind of Richardson extrapolation, the level of grid 
independence is determined, and the analysis reveals that the optimal grid 

solution has a Grid Convergence Index (GCI) of less than 5%. Due to a 

satisfactory correlation, the suggested method is successfully validated 
compared to experimental results in the scientific literature [10]. These results 

are verified with four validation metrics to gain a quantitative assessment of 

the performance of the chosen RANS turbulence models: FAC2, FAC1.3, 
NMSE, and FB. The result of FAC2, FAC1.3, FB, and NMSE is accepted. 

With an increasing number of mesh revisions, this method's implementation 

will yield better results. In addition, to successfully deliver a mesh-
independent solution, the method avoids the difficulties and expenses 

associated with conducting experiments for extremely small meshes. The main 

goal of grid convergence studies is to find the best grid size so that the accuracy 
of the answer is not affected by the size of the computational grid. The number 

of cells and the amount of time it takes to do the calculations are both related. 

Increasing the grid density to get better results will increase the amount of time 
it takes to do the calculations. So, a grid convergence study is a test that needs 

to be done to reduce the amount of time it takes to solve a problem without 

sacrificing the accuracy of the answer. The results here let us choose the right 
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mesh for future or more complicated simulations involving airflow in 
buildings. 
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ABSTRACT 

This study introduces the effect of ceramic composition that consists of 

Alumina (Al2O3)-Zirconia (ZrO2)-Chromia (Cr2O3) compositions on 
agglomerate and shrinkage for cutting tool development. Shrinkage is a 

problem in the development of ceramic cutting tools other than the occurrence 

of particle agglomerate on the body structure. Finer grain size significantly 
contributes to the ceramic body's shrinkage and agglomeration. This study 

analyzed grain size and its relationship with shrinkage and agglomerates. The 

powders were ball-milled with 80 wt% Al2O3 -20 wt% ZrO2 -0.6 wt% Cr2O3 
and then compacted and sintered at 1400 °C to examine their shrinkage and 

investigate microstructure by scanning electron microscopy (SEM) machine. 

The results show that ZrO2 has a larger particle size of 6.10 μm and Cr2O3 has 
a finer measure of 1.24 μm. When blended with the ball mill, the mix of Al2O3- 

ZrO2-Cr2O3 was obtained is 7.30 μm, showing that the ball mill can uniformly 

mix all the particles and reduce the risk of agglomeration. The microstructural 
analysis found that Cr2O3 covers and fills up the space between Al2O3 and 

ZrO2 compared to without Cr2O3. The combination of agglomerate and 

shrinkage of Al2O3-ZrO2-Cr2O3 was responsible for the performance of the 
ceramic cutting tool fabricated. 

Keywords: Agglomeration; Shrinkage; Ceramic; Cutting Tool 
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Introduction  
 

Engineering or advanced ceramics are inorganic non-metallic materials widely 

used in high-performance engineering applications. The production of 
advanced ceramic gives the ideal arrangement and a practical, superior other 

option to conventional materials, for example, metals and plastics. Ceramics 

can be called oxide-based, carbides, nitrides, and borides. According to 
Salamon [1] and Bala et al. [2], the desired properties of advanced ceramics 

are wear resistance, stability against thermal resistance, thermal insulation, 

electrical insulation, and non-magnetic. Through these properties, ceramic 
cutting tools are capable of machining AISI 1045 [3]. Besides that, industrial 

ceramics applications include automotive components, medical, insulation 

materials, shielding materials army, coating materials, nuclear reactors, and 
artificial bone.  

Nowadays, most ceramic products use Al2O3 and ZrO2 materials 

because the nature of the two materials enables the production of a compact 
and sturdy structure. The use of Al2O3 powder in the fabrication of ceramic 

cutting tools is sufficient to produce a robust structure to carry out lathe 

machining work [4]-[5]. According to Tong et al. [6], Shafeiey et al. [7], and 
Tuan et al. [8], the refined grains and mechanical properties of the ZrO2 

structure can improve the strength of Al2O3 ceramic cutting tools. However, 

there is a challenging issue when using nano-sized ZrO2 powder. A high 
tendency to agglomerate between grains can cause a decrease in the 

mechanical performance of ceramic cutting tools. As a result of the 

agglomeration, ZrO2 to not dispersed uniformly in the composition of the green 
body [9]. Agglomerate is inevitable due to the fineness of the ceramic powder 

used in the composition and the need to analyze the condition and its effects 

on the ceramic powder mixture. The additive material should be considered 
and studied to strengthen the composition of the Al2O3-ZrO2 ceramic Cr2O3 

body, such as using a powder. One of the powerful mixtures and additives used 

for ceramic cutting tools is Cr2O3 [3]. According to Manshor et al. [10] and 
Kunkun et al. [11], Cr2O3 is added to Al2O3 to provide fracture toughness 

because it can form a solid isovalent solution. 

Green body shrinkage occurs when the particle size changes due to the 
effect of the sintering. Shrinkage refers to a reduction in the size of the 

compacted green body after sintering. It is caused by the closure of porosity 

inside the ceramic body during the sintering process [12]. The microstructure 
of the ceramic cutting tool is initially in the small grains form, then continues 

to expand during the sintering process. The sintering process affects the 

shrinkage rate due to the molecular and grain movement of the solid ceramic 
body during the sintering process [13]-[14]. There are three stages of 

transformation during the sintering of ceramic cutting tools. In the initial stage, 

there are some degrees of atomic mobility among grain particles, and sharply 
concave necks are formed between individual particles. The process occurs 
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when the grain size changes at the initial stage of sintering, where the 
microstructure of the ceramic cutting tool consists of porosity between the 

grains. As the sintering process continues, the pores between the grains 

continue to close as the grains expand to cover the spaces and voids. This 
condition causes shrinkage because the pores have been decomposed, and the 

grains grow to their maximum level (depending on the sintering temperature) 

[15]. 
As a result of this phenomenon, the structure of the ceramic cutting tool 

becomes denser, and it has better physical and mechanical properties. The 

shrinkage is calculated based on the diameter and thickness of the cutting tool, 
as the changes in diameter and thickness are more significant for the cutting 

tool to fit into the holder. 

 
 

Experimental Procedure 
 
The mixing process of Al2O3-ZrO2-Cr2O3 compositions is done using the dry 

method. Each ceramic powder is weighed evenly with a 4 gram, then placed 

in a bottle/jar and mixed evenly using a ball mill machine with a 40 rpm 
rotation speed at 9 hours of rotation time. This ball mill machine produces a 

finer and uniformly powder mixture. The powder is then poured into a mould 

and compacted using a mechanical press and press up to 5 tons to get the 
determined shape of the green body. A Cold Isostatic Press (CIP) machine is 

used with 300 MPa for 30 seconds to further compact the green body. Then, 

the green body of Al2O3-ZrO2-Cr2O3 is sintered up to 1400 oC for 9 hours to 
obtain a solid and compact ceramic body. Figure 1 shows the process of 

fabricating ceramic cutting tools. 

 

 
 

Figure 1: Process cutting tool development 
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X-ray diffraction (XRD) is an analytical method used to identify the 
phase of the crystalline material. In this study. XRD was used to detect the 

presence of Al2O3, ZrO2, and Cr2O3 elements inside a single ceramic body. 

Figure 2 shows the XRD machine used in this study. 
 

 
 

Figure 2: X-ray diffraction (XRD) brand D8 Advance model MSE 4003 
 

Measurement  
The grain size and surface contact were measured on each ceramic powder, 
and then the ceramic mixture was analysed using Malvern master-sizer 

equipment, as shown in Figure 3. Combination focused 80 wt% Al2O3-20 wt% 

ZrO2-0.6 wt% Cr2O3. 
 

 
 

Figure 3: Malvern master-sizer 
 

Specimens were measured at three places using a digital calliper for 

diameter and thickness before the sintering process was carried out and then 
averaged. The average diameter and thickness before the sintering process is 



Reducing The Risk of Agglomeration and Shrinkage Ceramic Body from Al2O3 - Zro2 

227 

carried out are 12 mm and 6 mm, respectively. After the sintering process, the 
same measurement method is performed to obtain an average value to be 

compared before and after sintering and converted to a percentage. Figure 4 

shows the specimen before and after the sintering process is carried out. While 
for analysis, microstructure and agglomerate identification were carried out 

using SEM machines, as seen in Figure 5. 

 

           
   (a)                            (b) 

 

Figure 4: Ceramic cutting tool; (a) before sintering, and (b) after sintering 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

Figure 5: Scanning electron microscopy (SEM) 
 

Results and Discussion 
 
The study was conducted by identifying the grain size, shrinkage rate, 

agglomeration, grain contact surface, and microstructure analysis of fabricated 

ceramic cutting tool by comparing two compositions of Al2O3-ZrO2 and 
Al2O3-ZrO2-Cr2O3. Shrinkage identification was performed to identify the 

effect on the composition of each powder. At the same time, microstructure 

analysis determines the causes and consequences of the composition used 
against powder agglomeration. Powder identification is the first step and the 

subsequent study about the structure's agglomeration and the effect that causes 

shrinkage. 
 

Diameter 12mm 

Thickness 5mm 
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Powder characteristics 
Figure 6 compares the average grain size after mixing Al2O3-ZrO2 and Al2O3- 

ZrO2-Cr2O3. Since the size of ZrO2 used in this study only presented around 

20% compared to Al2O3 (80%), it is expected that the fine ZrO2 covers the 
space between the necks of Al2O3 grains. Al2O3 and ZrO2 materials can react 

chemically with each other. However, they have different grain sizes and 

shapes to produce a compact structure when compaction and sintering. While 
the properties of the ceramic body from the mixture of Al2O3-ZrO2-Cr2O3 

powders depended on the grain distribution, which is critically influenced by 

the processing method. Adding Cr2O3, which has a finer grain size and can 
react chemically to the composition, can close the space between the Al2O3 

and ZrO2 neck during the sintering process. 

Agglomeration strongly depended on the surface contact area between 
particles. A bigger surface contact area increased the attraction between the 

particles due to stronger Van Der Waals forces [16]. As shown in Figure 7, 

Cr2O3 has the largest surface contact area of 4.84 m2/g, which means this Cr2O3 
has the strongest tendency to form an agglomerate. On the other hand, the 

particle size of Al2O3 which is dominant in the mixture, has 0.0574 m2/g, the 

lowest tendency to form an agglomerate. When Al2O3-ZrO2 and Al2O3-ZrO2-
Cr2O3 powders ball-milled together, the average surface contact area obtained 

is 0.61 m2/g and 0.82 m2/g, respectively, and slightly lower than ZrO2 (0.983 

m2/g). This indicates a tendency for Al2O3-ZrO2 to agglomerate almost 
equivalent to ZrO2.  

 

Agglomeration 
Agglomerate can be prevented using the grinding/ milling method [17]-[18]. 

Using a ball mill machine is one of the grinding methods indirectly capable of 

reducing agglomerated powder with a rough surface to a finer material and can 
mix uniformly with other ceramic powders. During the ball milling process, 

the ball mill machine grinds and crushes the ceramic powder and mixes it 

evenly [19]-[20]. The rotational impact from the Al2O3-ZrO2 mixture makes 
the particles blend homogeneously in the powder bed (bottle/jar) to produce 

uniform grain distribution for the whole cutting tool structure [21]. The 

reduction of the Cr2O3 surface contact area from 4.84 m2/g to 0.82 m2/g after 
Al2O3-ZrO2-Cr2O3 ball milled shows that using this technique capable of 

removing soft agglomerate that appears in the powder mixture and Figure 8 

shows an example of agglomeration of small powder. 
 

 



Reducing The Risk of Agglomeration and Shrinkage Ceramic Body from Al2O3 - Zro2 

229 

 
 

Figure 6: Comparison of average grain size 

 

 
 

Figure 7: Comparison of surface contact area  

 

 
 

Figure 8: Agglomeration of small powder  
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Figure 9(a) shows an X-ray diffraction (XRD) pattern of the percentage 
difference between ZrO2 against Al2O3 content. Analysis shows that Al2O3 and 

ZrO2 can merge or consolidate because of chemical reactions during when 

sintering process. While Figure 9(b) indicates that Cr2O3 can react with Al2O3 
when sintered. It’s in line with the study conducted by Manshor et al. [10]; 

Al2O3 reacts with Cr2O3 because it can form a solid solution isovalent. 

However, Figure 7 generally does not show ZrO2 and Cr2O3 consolidating or 
responding. Since Cr is hardly soluble in Zr, the ion of Cr should be dissolved 

and diffuse through the surface of Al2O3. Cr2O3 is added to the Al2O3-ZrO2 

composition that has been dissolved when the sintering process is carried out 
[22]. This vaporised Cr2O3 could be heterogeneously distributed to the upper 

surface area of Al2O3-ZrO2, resulting in partial grain growth to the surface, and 

some of the Al2O3 grain can consolidate and merge with Cr2O3. 
 

 
 

Figure 9: XRD pattern wt.% ZrO2 on Al2O3 

 

The microstructure composition in Figure 10(b) shows more 
compactness with a significant reduction in porosity on the surface of the 

ceramic cutting tool. Cr2O3 can help cover the spaces between ZrO2 and Al2O3 

grains on the necks. The diagram can be interpreted clearly that 0.6 wt% Cr2O3 
is enough to accelerate grain growth and can help strengthen the composition 

of Al2O3 80 wt% and ZrO2 20 wt%. Compared with Figure 10(a), there is much 

porosity on the surface, and proved by the cross-section in Figure 11(a), the 
cross-section has much porosity and is seen like patches inside the cutting tool. 
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However, each grain is seen to be firmly bonded to each other and is better 
than Figure 11(b). This phenomenon is due to the evaporation that occurs on 

Cr2O3 in the ceramic body. The sintering process causes Cr2O3, in the 

composition of Al2O3 and ZrO2 in the solid body, to evaporate and redeposit 
over the ceramic surface, which in turn reacts to the Al2O3 on the ceramic body 

surface [23]. The addition of Cr2O3 to Al2O3-ZrO2 significantly affects the 

quality of ceramic cutting tools; the ZrO2 proportion is ideal for reinforcing the 
grain position, and the addition of Cr2O3 helps to strengthen the surface of the 

cutting tool by covering the porosity between Al2O3 and ZrO2. 

 

 
  (a)           (b) 

 

Figure 10: Surface comparison between (a) Al2O3-ZrO2, and (b) Al2O3-ZrO2-
Cr2O3 

 

   
  (a)         (b) 

 

Figure 11:  Cross-section comparison between (a) Al2O3-ZrO2, and (b) 

Al2O3-ZrO2-Cr2O3 
 

Shrinkage 
Table 1 shows a composition between Al2O3 and ZrO2, while the significant 
difference in diameter shrinkage between Al2O3-ZrO2 and Al2O3-ZrO2-Cr2O3 

can be seen in Figure 12. The shrinkage of Al2O3-ZrO2 composition is higher 



Norfauzi Tamin et al.  

232 

than Al2O3-ZrO2-Cr2O3. The apparent difference is due to the presence of 
Cr2O3 on Al2O3-ZrO2, which reinforces the surface of the ceramic mixture. The 

Cr2O3 added to the Al2O3 and ZrO2 materials evaporates during the firing 

process. Then the Cr2O3 covers the surface of the ceramic mixer, which 
becomes more robust and has the advantage of wear resistance and heat 

resistance [12]. According to Renold and Ramesh [24], the shrinking will 

change during the sintering process by adding additives to the ceramic mixture, 
and the size of the additive particles affects the order of ceramic shrinkage. 

Using Cr2O3 as an additive to Al2O3 and ZrO2 is very helpful in toughening the 

synthesised ceramic body through the ceramic body observation, as seen in 
Figures 8 and 9. 

 

Table 1: Powder composition between Al2O3, ZrO2, and Cr2O3 
 

Composition Al2O3 (%) ZrO2 (%) Cr2O3 (%) 

A 95 5  
 

0.6 

B 90 10 
C 85 15 
D 80 20 
E 75 25 

 

 
 

Figure 12: Comparison of diameter shrinkage 

 

The addition of Cr2O3 against Al2O3-ZrO2 is seen to have much impact 
on the thickness shrinkage, as seen in Figure 13. The addition of the Cr2O3 

powder increases the strength of the surface of the ceramic cutting tools. 

However, the thickness difference in the cutting tool diameter does not matter 
very much because it depends on the tool holder used. In many instances, the 
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thickness of the cutting tool can be changed on the tool holder, which is 
adjustable in the range of 5 to 7 mm [3]. Although the percentage of thickness 

shrinkage increases, it does not exceed 10% and is still in the range of 

shrinkage percentage for Al2O3-ZrO2. This shrinkage occurs due to adding 
Cr2O3 to Al2O3 and ZrO2 powder. The addition of Cr2O3 is seen to help 

overcome excessive shrinkage; however, the use of ZrO2 based on percentage 

impacts the shrinkage. Shrinkage cannot be avoided because ZrO2 blocks vary 
when sintered; the higher the ZrO2 percentage, the higher the percentage of 

shrinkage that will occur [25]. 

 

 
 

Figure 13: Comparison of thickness shrinkage in millimeters (mm) 

 
 

Conclusion 
 
The shrinkage rate comparison between two ratio compositions of Al2O3-ZrO2 

and Al2O3-ZrO2-Cr2O3 was studied to identify the effects of the mixture. 

Agglomeration occurred due to the grain size and the impact of the contact 
area. It was analysed in detail to determine the cause of agglomerate and 

shrinkage in the composition used. Further studies need to be carried out with 

a mixture of other materials that can reduce the shrinkage and porosity 
resulting from agglomerate by researching a mixture of compositions other 

than Cr2O3, for example, a mixture of Mg, B4N against Al2O3-ZrO2. Based on 

this study, it can be concluded that:  
i. Cr2O3 grains are the smallest at 1.25 µm, and the surface contact is the 

largest at 4.84 m2/g compared to the grain size of Al2O3 and ZrO2 grains. 
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ii. The tendency of agglomeration in single Cr2O3 grain is very high because 
of the large surface area due to the small grain size. 

iii. The Al2O3-ZrO2 mixture increased grain size to 9.77 µm and recorded a 

surface area of 0.61 m2/g compared to a single ZrO2 and Al2O3 that only 
recorded 6.10 µm and 0.98 m2/g, respectively. 

iv. The Cr2O3 addition of as much as 0.6 wt% against Al2O3-ZrO2 can help 

reduce agglomerate, which is the grain size increases to 7.30 µm and 
surface area of 0.82 m2/g. 

v. Al2O3-ZrO2 and Al2O3-Cr2O3 can chemically react with each other 

through consolidation. While ZrO2 and Cr2O3 cannot react chemically 
because Cr2O3 can’t dissolve with ZrO2, there will be evaporation. 

vi. Observation on the microstructure of Al2O3-ZrO2-Cr2O3 is much denser 

than Al2O3-ZrO2, which features high porosity. The vaporation of Cr2O3, 
when sintered, shows that it redeposits to the surface and chemically 

reacts to the Al2O3 on the surface of the ceramic body. While the 

microstructure on the cross-section or the inside of Al2O3-ZrO2-Cr2O3 
shows porosity, it is still better than the Al2O3-ZrO2 mixture. 

vii. The shrinkage rate of Al2O3-ZrO2 is higher than Al2O3-ZrO2-Cr2O3, 

where the shrinkage is very significant with each addition of wt% ZrO2. 
It's caused by the result of the evaporation processes of Cr2O3 that occurs 

and leaves an empty space in the composition of the mixture. 
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ABSTRACT 

The low density, low expansion coefficient, and strong corrosion resistance at 

room temperature of Aluminium alloys have made them a popular choice for 

engineering applications. In this study, Aluminium AA2024 alloys are 
prepared with different weight contents of ceramic material, titanium oxide 

(TiO2) nanoparticles (0%, 2.5%, 5%, and 7.5% wt.) of a particle size of 30 nm 

using the metal stir casting method. The hardness property and wear 
resistance with the effect of heat treatment are investigated using a pin-on-disc 

wear device for both the base alloy and the reinforced alloys. The result shows 

the prosperity of 5wt.% of TiO2 to attain the optimum hardness and wear 
resistance. Using the optimum content of TiO2 and heat treatment, the 

hardness and wear resistance of 5wt.% TiO2-AA2024 nanocomposite has been 

significantly improved after heat treatment over the unreinforced Aluminium 
matrix. Statistically, the hardness and wear resistance are improved by 68% 

and 22%, respectively. This is due to an increased number of fine precipitates 

besides their uniformly distributed after heat treatment. Furthermore, casting 
AA2024 Aluminium alloy material mainly has S (Al2CuMg) and Al3TiCu 

phases. The appearance of a large number of S phases causes a significant 

improvement in the properties of the alloy.  
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Introduction 
 

Technologically advanced industries such as aerospace, automobiles, power 

plants, etc. have been demanding materials of high-strength, temperature-
resistant with a high "strength to weight" ratio. Thus, many scholars in the area 

of materials science have developed materials with highly prosperous 

properties of strength, hardness, and toughness for a wide set of industries. 
This also necessitates the invention of superior cutting tool materials in order 

to maintain productivity. Composite materials are among the oldest and newest 

structural materials. The long history of composites is fascinating because it 
allows engineers to create completely new materials with precise combinations 

of properties required for specific tasks [1]. 

One of the most difficult aspects of producing strong, light, and low-
cost engineering materials is getting a high strength-to-weight ratio suited for 

vehicles [2]. The global need for such products for the automobile and 

aerospace industries has attracted the attention of researchers in the field of 
composite materials [3]-[4]. Due to their excellent mechanical properties, 

Aluminium Matrix Composites (AMCs) are advanced materials that combine 

the characteristics of light and tough matrix material with hard ceramic 
reinforcement [5]. AMCs are able to satisfy the market need for lightweight, 

durable, and high-performance components. The high corrosion resistance of 

Aluminium and its alloys is due to the formation of an oxide layer on their 
surface which resists corrosion in many environments [6]-[7]. Ships, 

transportation, and pipes of oil, gas, or water all this structure will suffer from 

corrosion. Corrosion can result in structure failure and sometimes this failure 
is tragic. Nowadays, the prevention of corrosion becomes more important [8]. 

AMCs strengthened using ceramic particles have become popular for various 

automotive and aerospace applications because of their mechanical 
characteristics. The wear rate of AMCs can be improved by adding hard 

ceramic reinforcement. Aluminium alloy AA2024 contains Cu, Mg, Mn, and 

some other minor alloying elements and has good a mechanical properties ratio 
at elevated temperatures, high ductility, fatigue, and fracture resistance [9]. 

To assess Al-Si alloys, Rajaram et al. [10] examined wear related to the 

Al-Si alloys at different temperatures, from ambient to a temperature of 350 
°C. The stir casting technique was applied to fabricate Al-Si alloys. A 

practically uniform distribution that is related to the silicon particles has been 

indicated via microstructural research. The fractography specified that the 
fracture behaviour regarding the Al-Si alloys has been changing from brittle to 

ductile modes with increasing temperature. The wear tests indicated that wear 

resistance regarding the Al-Si alloys has been increased with an increase in 
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temperature. Throughout the sliding process, oxidational wear has been 

predominant with developed composite materials by reinforcing Aluminium 
metal with added silicon carbide in different weight percent ratios, followed 

by stir casting fabrication [11]. The distribution of SiC was observed to be 

intra-granular. The results showed that the SiC particles were refined to the 
grain size of the alloy matrix which improved the bonding in the matrix with 

an increase in their microhardness. An increase in SiC content shifted the 

fracture mode from ductile to brittle [12]-[13]. 
Sevik and Kurnaz [14] utilised the pressure die-casting technique to 

produce metal-matrix composites related to Al-Si-based alloys, as well as 

Al2O3 particles with volume fractions of 0.05, 0.10, and 0.15, and sizes 44, 85, 
and 125 μm. Wear, hardness, density, and tensile strength have been studied. 

The addition of Al2O3 particles has increased the density of the composite. 

Additionally, the composite's hardness has also increased due to an increase in 
particle volume fraction and a decrease in particle size. The particle volume 

fractions, and the size are increased by decreasing the composite’s tensile 

strength. There is a decrease in the composite’s wear rate with an increase in 
particle volume fraction, also with a decrease in particle size, yet it has been 

proportionally increasing with applied load. The wear mechanism with regard 

to the unreinforced alloy’s surface has been plastic deformation, while for 
composites, there has been a deformation of the layer on the composite’s 

surface [15]-[16]. 

Moy et al. [17] used solution heat treatment to prohibit corrosion. The 
ideal heat treatment process involved heating samples at 400 °C for 90 min, 

followed by cooling the samples in water. Additionally, for 120 minutes at a 

temperature of 200 °C, the ideal aging condition occurs in samples. The weight 
loss method was used to calculate the rate of corrosion of the heat-treated 

samples. An electron microscope has also been used to observe the 

microstructures of heat-treated samples. The hardness of the samples has 
increased with increasing the corrosion resistance of the heat-treated samples 

[18]. 

El-Mahallawi et al. [19] evaluated the effects of adding titanium dioxide 
(TiO2), zirconia (ZrO2), alumina (Al2O3) nanoparticles (40 nm), 0–5wt.%, at 

varying stirring speeds (270, 800, 1500, and 21500 rpm) to the Aluminium cast 

alloy A356 as a base metal matrix. According to the findings, the castings 
formed in the semi-solid state (600 °C) with 2 weight percent Al2O3 and 3 

weight percent TiO2 or ZrO2 at 1500 rpm stirring speed has caused an increase 

in the mechanical properties and hardness of nano-reinforced castings 
manufactured with TiO2, Al2O3, and ZrO2. Several studies to improve the wear 

resistance of nanocomposite materials have been conducted, which include the 
incorporation of intragranular nanoparticles via precipitation and stir casting, 

as well as the development of a microstructure. Mostly, materials scientists 

have recently focused their attention on the utilisation of metallic materials 
such as nanocomposite [20]-[21].  
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Rao et al. [22], used the aluminium alloy 7009 and reinforced it by silica 

carbide (micro-particles 20-40 mm). This alloy is primarily composed of 
aluminium, with zinc as the main alloying element, along with smaller amounts 

of other elements such as copper, magnesium, and chromium. The alloy has 

the chemical composition of Fe-0.29%, Cu-0.01%, Mg-1.63%, Zn-5.85%, Al-
rest. The study investigated the impact of varying the applied load and sliding 

speed on parameters such as wear rate, temperature rise, coefficient of friction, 

and seizure pressure. Additionally, the aging time varied between 4 to 10 hours 
in 2-hour increments, and the nature of the worn surface produced after wear. 

The results show that the coefficient of friction rises as one increase silica 

carbide content but falls with increasing age treatment. Heat treatment 
increases hardness, and particle addition in the alloy reduces wear rate and 

frictional heating while raising seizure pressure and temperature. The 

microstructure of the alloy showed primary Al dendrites and secondary 
intermetallic phases around the dendrites, which become more uniform with 

the equiaxed grain structure after heat treatment, while intermetallic 

precipitates are distributed both in the grain boundary and within the grains. 
After reviewing the available literature, it has been found that the 

impact of adding titanium to Al-Cu-Mg alloys through stir casting has not been 

thoroughly investigated. The AA2024 aluminium alloy belongs to the Al-Cu-
Mg alloy series that relies on S (Al2CuMg) and θ (Al2Cu) precipitates as the 

primary strengthening factors. Introducing titanium to this alloy group can 

facilitate the formation of high-strength titanium aluminides. One issue with 
Al-Cu-Mg alloys is their susceptibility to thermal instability at elevated 

temperatures. However, creating titanium aluminides, which have high thermal 

stability, and their even distribution throughout the aluminium matrix can 
enhance the thermal stability of these alloys. This study aims to fill the gap by 

introducing TiO2 nanoparticles as reinforcement for aluminium AA2024 

alloys.  
The goal is to concurrently improve the hardness and wear resistance 

properties of the synthesised TiO2-AA2024 nanocomposites. To 

systematically achieve this aim, a wide range of weight contents of TiO2 are 
evaluated for their effects on wear resistance and hardness in the presence of 

heat treatment. In other words, the purpose of this research is to gain a deeper 

knowledge of the effects of TiO2 nanoparticles and heat treatment on the 
hardness, wear resistance, and microstructure features of TiO2-AA2024 

nanocomposites. 

 
 

Material and Methods 
 
The chemical composition of the AA2024 matrix is shown in Table 1. TiO2 

(Titanium oxide) particulates of particle size of 30 nm are utilised as 

reinforcement in the present investigation. Table 2 presents the properties of 
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AA2024 matrix material and reinforcing material nanoparticles (TiO2), 

respectively. 
 

Table 1: Chemical composition of AА2024 -T3 alloy [23] 

 

Al Fe Zn Cr Ti Mn Cu Si Mg Element 
90.7-

94.7 

Max 

0.5 

Max 

0.25 

Max 

0.1 

Max 

0.15 

0.3-

0.9 

3.8-

4.9 

Max 

0.5 

1.2-

1.8 
Standard 

Balance 0.25 0.11 0.008 0.03 0.62 5. 5 0.098 1.04 Measured 

 
Table 2: Physical-chemical properties of nanoparticles (TiO2) [24] 

 

Properties TiO2 
Density (g/cc) 4.23 

chemical composition Titanium 59.93 and oxygen 40.07 
Crystal's structure Tetragonal 

Melting temperature (℃) 1843 
Size range (nm) 30-50 

Boiling point (℃) 2,972 

 

The reinforcement material nanoparticles of TiO2 were used in this 
study with a purity of 99.8% and a size of 30±5 nm (spherical-shaped 

nanoparticles) made in China (Changsha Santech Co.). Before adding TiO2 

nanopowder with the different weight percent of 2.5 wt.%, 5 wt.%, and 7.5 
wt.%, AA2024 Aluminium alloy was preheated to 750 °C in a graphite crucible 

using an electric furnace (Nabertherm NAB-8101) to ensure the complete 
melting of all its components. The stir casting technique was utilized for 4 

minutes at 200 rpm. The SEM picture of the TiO2 nanopowder is shown in 

Figure 1. Figure 2 depicts the pouring of the melt into a steel mould. Figure 3 
depicts the heat treatment techniques used, including quenching and aging. 

First, the AA2024 Aluminium alloy solution was heated in an electric furnace 

for 3 hours to a temperature of 500 ºC to 510 ºC. The sample was then 
quenched in water to bring it down to room temperature. Second, the sample 

was placed in an electric furnace (Gallen Hamp hot stop BR-17M / XD-17M) 

for 3 hours to achieve the aging (precipitation heat treatment) stage between 
180 ºC to 190 ºC, followed by cooling in air. Figure 3 demonstrates a schematic 

diagram of the sequenced heat treatment processes [25]. 
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Figure 1: SEM images of spherical-shaped nanoparticles 
 

    
          (a)           (b) 

 
Figure 2: (a) The stir casting furnace for melting, and (b) the casting mould 

 

The microstructural characterization of the samples was conducted by 
the standard metallographic procedure and etched for 15 seconds using Kroll's 

reagent (H2O: HNO3: HF=92:6:2). Scanning electron microscopy (SEM) (by 

TESCAN VEGA) and energy disperse spectroscopy (EDS) (by INCA Energy) 
analyses were carried out to investigate the microstructure and elemental 

composition distribution of materials. 

The digital Vickers hardness analyser category Laryea (HBRVS-
18705) was also used to determine the sample's hardness. Three samples were 

tested for hardness, with average readings taken for each sample. The flow 

chart of the experimental method and a simplified representation of the process 
are depicted in Figure 4. 
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Figure 3: Heat treatment processes  
 

 
 

Figure 4: Diagram of the experimental method and the stir casting  
 

A wear test was performed on the Aluminium alloy AA2024 before and 

after adding TiO2 nanoparticles, per ASTM G99-95 guidelines [26]. The wear 
rate of the cast AA2024 alloy reinforced with nanoparticles was examined 

using a pin on a disc-type wear tester. The cylinder shape sample was 30 mm 

in length and 10 mm in diameter (note: wear specimen dimensions, according 
to ASTM G99-95). The disc potential speed was 277.4 rpm, while the sliding 

velocity was 6 cm/s and imposed loads of 5, 10, 15, and 20 N were applied for 

10 minutes. The pin was made by SKD 61 (Vickers hardness=560 HV) [24] as 
shown in Figure 5. 
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Figure 5: Diagram of pin-on-disk test (ASTM G-99) 
 

The wear rate was determined using the weighing method by 

calculating the lost weight of the samples, weighing the sample before and after 
each test, using a sensitive digital sensor scale of 0.0001 g. Specifically, the 

effect of different applied loads of 5, 10, 15, and 20 N is evaluated on the wear 

rate while considering a fixed sliding time of 10 minutes and sliding speed of 
6 m/s throughout the experiments.  

The experimental procedure of determining the wear rate includes a 

number of steps; i) setting up the wear testing apparatus, ii) positioning the 
sample to be tested perpendicular to the sliding disc, iii) the cylindrical sample 

carrier installed by a rectangular section arm, where the radius from the centre 

of the sample to the centre of the disc is 5 cm, and iv) running the apparatus 
for a predetermined period. Equation (1) is used to calculate the wear rate.   

                       

∆𝑊 = 𝑊1 –  𝑊2 (1) 

                  
∆W: variation in mass losses (gm), W1: weight of the specimen before the test 

(gm), and W2: weight of specimen 2 after the test (gm). 

 

𝑊. 𝑅 = 𝛥𝑤/𝜋 𝐷 𝑁 𝑡 (2) 

 
W.R: wear rate (gm/cm s) 

Δ 𝑤: W0 – W1 

W0: sample weight before the test (gm) 

W1: sample weight after the test (gm) 

D: sliding distance (14 cm) 
t: time (s) 

N: velocity (rpm) 
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Results and Discussion 
 
The mechanical properties of composite materials are directly related to the 

properties of the reinforcement, as well as its concentration and geometry. To 

a certain extent, however, both the composite's strength and its stiffness might 
be enhanced by increasing the volume fraction of the reinforcing material. 

When there is a further rise in the volume percent of the material that is being 

reinforced, there will not be enough matrix to contain the material that is being 
reinforced. Additionally, the geometry of each reinforcement and the 

arrangement of those reinforcements can affect the performance of the 

composite. 
 

Hardness 
Figure 6 shows the effects of adding TiO2 nanoparticles at different weight 
percentages to Aluminium alloy on the hardness property. When compared to 

an initial Aluminium alloy of AA2024, the inclusions of 5 wt.% of TiO2 

without heat treatment has resulted in the maximum improvement of hardness 
property by 26%. Statistically, this improvement has entailed having 38 HRB 

compared to 30 HRB for an Aluminium alloy of AA2024. 

Referring to Shahi et al. [27] and based on Hall–Petch rule, the finer 
intermetallic compounds can have a more effective role in the pinning of grain 

boundaries and enhance the hardness. However, increasing the weight 

percentage of TiO2 to 7.5 wt.% causes a considerable reduction in hardness. 
This can be attributed to an increase in the number of fine precipitates in the 

sample of 7.5 wt.% of TiO2 that might distort the microstructure of Aluminium 

composite. The recent results are consistent with those from a previous study 
by Al-Alkawi et al. [28]. 

 

 
 

Figure 6: Effects of nanoparticles on the hardness of AA2024 composite 

0

20

40

60

80

0 2.5 5 7.5

H
a
rd

n
e
ss

 (
H

R
B

)

Wt. % TiO2

 Before heat treatment
After heat treatment



Hamid M. Mahan et al. 

248 

More importantly, the hardness values of TiO2-AA2024 

nanocomposites have significantly increased after the heat treatment as 
depicted in Figure 6. Statistically, the hardness property increases by 68% after 

the heat treatment of 5 wt.% TiO2-AA2024 nanocomposite. Furthermore, this 

is an improvement of the hardness of 113% if the obtained result is compared 
against the hardness of AA2024 before heat treatment. This is specifically 

attained as a result of a uniform distribution of precipitates and particles in the 

microstructure, as tiny precipitates occur after heat treatment. Figure 7 
introduces the optical microscopy images of different weight percentages of 

TiO2. 

More strain fields are created by the development of uniform and fine 
precipitates and IMCs, which interact with dislocations to reduce dislocation 

motion ability and, therefore, the hardness of samples has increased. The 

hardness of Al-Ti-based IMCs also grows as the weight percent of titanium 
oxide increases. Because of their high hardness, it is anticipated that the 

manufacturing of these IMCs will be the primary consideration in enhancing 

the hardness of alloys by adding titanium oxide. Additionally, the addition of 
nanoparticles up to 5 wt.% resulted in a rise of fine needle-shaped precipitates 

in the interdendritic regions. However, the addition of further titanium lowered 

their amount in this zone. As seen in Figure 7, the proportion of these 

intermetallic compounds rose with titanium concentration [29]. 
 

 
 

Figure 7: Optical microscopy images of; (a) sample 0 wt.% TiO2, (b) sample 

2.5 wt.% TiO2, (c) sample 5 wt.% TiO2, and (d) sample 7.5 wt.% TiO2 
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The addition of nanoparticles resulted in the formation of a more 

homogeneous microstructure, leading to improved mechanical properties of 
the alloy. The SEM images showed that the nanoparticles were distributed 

uniformly throughout the matrix and played a crucial role in refining the grain 

size of the alloy. These findings indicate that the addition of nanoparticles is a 
promising approach for enhancing the properties of Aluminium alloys. To 

assess the microstructure and intermetallic compounds accurately, SEM 

images of different sample structures are presented in Figure 8. As shown in 
Figure 8(a), the microstructure of the titanium-free sample contained 

precipitates and intermetallic compounds of Al2CuMg, Al7Cu2Fe, and Al (Cu, 

Mn, Fe, Si). Upon adding titanium and conducting heat treatment, Al3TiCu 
intermetallic compound was observed to form in the microstructure, as shown 

in Figure 8(b). This compound can act as nucleation sites for the formation of 

small and uniform precipitates in the Aluminium matrix. The addition of 
nanoparticles can facilitate the formation of fine precipitates. Due to the high 

dissolving temperature of these intermetallic compounds, the inter-dendritic 

zone was also surrounded by Al7Cu2Fe and Al (Cu, Mn). By adding titanium 
to the sample, Al3TiCu and Al9TiFe intermetallic compounds were formed in 

the microstructure. Previous studies [25], [27] have also investigated the 

formation of these intermetallic compounds, copper becomes part of the 
titanium aluminide structure's crystal structure when present. 

The content samples of 5 wt.% TiO2 showed a more uniform 

distribution of the reinforcing particles within the Aluminium matrix, 
promoting better bonding between the matrix and reinforcement. This can be 

attributed to the fact that the increased concentration of TiO2 particles 

promotes nucleation, leading to the formation of finer grains in the Aluminium 
matrix. Moreover, the high surface energy of the TiO2 particles allows them to 

act as heterogeneous nucleation sites for the Aluminium during solidification, 

further contributing to grain refinement. Notably, increasing titanium from 2.5 
to 5 wt.% of TiO2 reduced the size of Al2CuMg precipitates and increased the 

composite Al3TiCu, as depicted in Figure 8(c). In this context, Wang et al. [30] 

found that when Al-Mg-Cu alloys are coupled with titanium at a weight 
percentage of 5 wt.%, the solubility of copper drops, and metallic compounds 

such as Al3TiCu and Al7TiCu4 are generated following titanium addition. 

Figure 8 introduces the SEM images and illustrates this phenomenon. The 
SEM images showed that the addition of TiO2 nanoparticles to the Aluminium 

alloy resulted in a refined microstructure characterised by a decrease in grain 

size and an increase in the density of grain boundaries. The refined 
microstructure led to an increase in the mechanical properties of the 

Aluminium alloy. 
When adding 7.5 wt.% nanoparticles, the nanoparticles can 

agglomerate, which reduces their effectiveness as a strengthening agent. 

However, agglomeration and unwanted reactions between the nanoparticles 
and the Aluminium matrix can further reduce the effectiveness of the 
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nanoparticles, ultimately leading to a reduction in the mechanical properties of 

the material. The addition of nanoparticles changes the size and distribution of 
the grains in the alloy, which in turn affects its mechanical properties. The 

presence of nanoparticles reduces the grain size, improving the hardness and 

wear resistance of the alloy. Moreover, the addition of nanoparticles can also 
increase the thermal stability of the alloy. The nanoparticles act as barriers to 

the movement of dislocations in the alloy, preventing them from reaching the 

underlying metal. This effect helps to prevent deformation at high 
temperatures, leading to a reduction in the corrosion rate and an increase in the 

lifespan of the alloy. Specifically, the use of TiO2 nanoparticles as a 

strengthening agent has been shown to upgrade the wear properties of 
Aluminium Matrix Composites (AMCs) [18]. However, it should be noted that 

the optimal weight content of TiO2 is 5 wt.%, as it has been found to provide 

the best balance between hardness, wear resistance, and weight loss. The 
improved wear resistance is due to the formation of new phases such as AlTi3, 

which act as hard particles that prevent wear. Additionally, the nanoparticles 

form a barrier layer on the surface of the Aluminium matrix, preventing the 
penetration of corrosive agents and reducing the rate of wear. 

 

 
 
Figure 8: SEM image of AA-2024 alloy; (a) AA 2024-2.5 wt.% TiO2, (b) AA 

2024 5 wt.% TiO2 (c) 5 wt.% TiO2 sample, and (d) 7.5 wt.% TiO2 

 
Wear resistance 
Figure 9 presents the relationships between the wear resistance and applied 

load for a set of different nanocomposites of different weight content of TiO2 
combined with AA2024. Figure 9 depicts that utilising the optimum 5 wt.% of 

TiO2 nanoparticles with Aluminium alloys would lower the wear resistance for 
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the whole applied loads. This is in a comparison against the other weight 

contents of TiO2 and the base case of Aluminium alloy of 0 wt.% of TiO2. 
Statistically, the wear resistance of AA2024 alloy has been improved by 220% 

after the inclusion of 5 wt.% of TiO2. The highest increase of the hardness 

property for 5 wt.% TiO2-AA2024 (Figure 6) can attribute the reason behind 
this. In this situation, adding 5 wt.% of TiO2 nanoparticles allows the formation 

of a protective oxide layer that expands the contact area and increases the 

friction and wear resistance (Figures 7 and 10). It is important to mention that 
enhancing wear resistance is advantageous for developing a stable trilateral 

composite. However, the wear resistance of the reformed composite 

components slightly decreased when the volume fraction of TiO2 nanoparticles 
was improved to 7.5% compared to those with 5% TiO2 nanoparticles. This is 

due to the greater agglomeration of TiO2 nanoparticles, making it difficult to 

uniformly disperse them, resulting in a decrease in their effective dispersion 
within the 2024 matrix. This ultimately reduces the wear resistance, as 

presented in Figures 9 and 10. Therefore, the deformation rate of Aluminium 

alloys increases as the amount of TiO2 increases [31]. 
 

 
 

Figure 9: Wear resistance of AA2024 alloy against supplied loads before and 

after heat treatment 
 

The wear resistance of the nanocomposites increased after the heat 

treatment for the whole applied loads (Figure 9). Statistically, the wear 
resistance of 5 wt.%TiO2-AA2024 has been improved by around 22% after the 

heat treatment. Indeed, the utilisation of heat treatment has improved the wear 

resistance due to having a uniform distribution of precipitates and particles in 
the microstructure, as tiny precipitates occur after heat treatment. Furthermore, 

the reinforcing distribution has a significant impact on the composite's ductility 
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and fracture toughness. As a consequence, for reinforcement load-carrying 

capability, homogeneous reinforcement distribution is crucial [32]. 
 

 
 

Figure 10: SEM micrographs of circular wear marks on AA2024/ TiO2 
sample after the friction test (severe deformation and plastic flow). Arrows 

indicate the sliding direction 

 
Weight loss (wear rate) 
Figure 11 shows that the average weight loss has significantly increased with 

the applied load besides considering a sliding time of 10 minutes and sliding 
speed of 6 m/s. Figure 11 ascertains that the load has a significant effect on 

weight loss, which is an indication of wear rate. At the lowest load of 5 N, the 

weight loss will be formed as fine particles, and it will form a protective oxide 
layer that would decrease the contact area between the samples and disc, one 

of the reasons for enhancement wear resistance of studied alloys is their ability 

to form protective oxide layer during wear. Therefore, the wear rate will be at 
its lowest value, Figure 12. At the highest applied loads, the area of the surface 

that makes contact between the sample and disk would be larger, increasing 

the friction between the two sliding surfaces and thus increasing the wear rate 
[30], [33].  

Thus, the wear rate will have the highest value at the highest applied 

load. Undoubtedly, the load has a direct relationship with plastic deformation 
that occurs near the surface. Thus, there will be more movement of the 

dislocations as the load goes up and this leads to more plastic deformation. 

Figure 11 also shows that the inclusion of TiO2 into the AA2024 alloy 
would decrease the weight loss where the maximum reduction occurs using the 

5 wt.% of TiO2. This is specifically denoted by the maximum improvement of 
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hardness and wear resistance as illustrated in Figure 10. Seemingly, the oxide 

layer formed with 5 wt.% TiO2-AA2024 has a harder surface than the disc 
substrate. Therefore, it would act as a protective third body, reducing the effect 

of sliding wear on the surface below. However, it should be noted that utilising 

TiO2 with more than 5 wt.% would elevate the weight loss. The results are in 
good agreement with the findings of [30], [33]. 

Comparing the results of Figure 11 would introduce the advantage of 

heat treatment in reducing the weight loss for the whole nanocomposites 
compared to the ones before the heat treatment. This indicates that the sample 

after heat treatment was more resistant to wear than the sample before heat 

treatment. The wear resistance of the samples has therefore increased after 
annealing [18], [30] as represented in Figures 6 and 9.  

 

 
 

Figure 11: Variation of mass loss of specimens as a function of applied load 

before and after heat treatment 

 
Optical micrograph of the contact surface 
The wear surface for each sample is demonstrated in Figure 13. The wear 

surface had highly dimpled structures and ductile failure properties for the 
samples without nanoparticles. Regarding the wear of very strong Aluminium 

alloys, the development of microvoids surrounding coarsened precipitates 

causes intergranular damage. The surface displayed clear grooves that ran 
lengthwise, caused by the ploughing effect of harder steel particles. When 

more TiO2 nanoparticles were added to the composite, the depth of these 

scratches reduced, indicating an improvement in wear resistance. This was 
because the hardness of the composite increased with an increase in the volume 

of TiO2 nanoparticles. Improving the hardness of the material helped enhance 

its wear resistance. Furthermore, SEM images indicated irregular 
characteristics among wear surfaces, revealing that the wear rate was derived 

from various failure mechanisms. Large, clear grooves were diminished to fine 
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scratches along the sliding direction (Figure 13(c)) that were observed on the 

surface (Figure 13(a)), and abrasive wear became adhesive wear. Due to a 
larger number of TiO2 nanoparticles in the matrix base, its plastic deformation 

was countered by a mechanically mixed layer that became a barrier to the 

moment of dislocation and increased wear resistance [34]-[35].  
 

 
 

Figure 12: Worn surface morphology of AA2024 under the load 5 N; (a) 
AA2024 matrix material (b) AA2024-2.5 wt.% TiO2, (c) AA2024- 5 wt.% 

TiO2, and (d) AA2024-7.5 wt.% TiO2 

 
The weight loss and wear tracks of the AA2024 matrix material 

following heat treatment are depicted in Figure 14. It demonstrates low 

delamination and fracture of the transfer layer as a result of the abrasive effect 
of the hardened transfer particles, which results in cutting with subsequent 

delamination and fracture of the compacted layer [30]. Figures 14(b) and 14(c) 

illustrate different grooves and ridges that run parallel to one another in the 
sliding direction, as indicated by the red mark. Because the surface of the fixed 

specimens in the current experiment is in constant contact, one reason for the 

examined alloys' greater wear resistance is their capacity to produce a 
protective oxide layer during wear. Due to their high reactivity, Ti-based alloys 

exposed to an oxidative environment rapidly generate an oxide layer on the 

surface. Therefore, the investigated alloys have an improved wear resistance 
due to their ability to create a protective oxide layer while in constant contact 

rapidly. 
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Figure 13: Morphologies of the worn surface at a load of 20 N; (a) AA2024 
matrix material, (b) AA2024-2.5 wt. % TiO2, (c)AA2024-5 wt.% TiO2, and 

(d) AA2024-7.5 wt. % TiO2 composite before heat treatment 

 
The process of abrasion is linked with the creation and expansion of 

cracks. Any element that restricts the growth of these cracks can minimize the 

amount of wear. When there is a strong bond between the reinforcement and 
the substrate, the reinforcement particles can act as a factor to prevent the 

growth of cracks. Furthermore, it should be noted that when the composite 

surface is harder, it generates more heat during the wear process, forming oxide 
layers that require even higher temperatures. This ultimately enhances the wear 

resistance. Additionally, Figure 7 shows that the grooves are lower and wider 

in the matrix as compared to the composites tested under similar conditions. 
Figure 14(d) demonstrates the ploughing on the worn-out surface of the 7.5 
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wt.% of TiO2 composite, which may be due to the sliding of oxide particles in 

the composite [34]. 
 

 
 

Figure 14: Morphologies of the worn surface at a load of 20 N; (a) AA2024 
matrix material, (b) AA2024-2.5 wt. % TiO2, (c) AA2024-5 wt. % TiO2, and 

(d) AA2024-7.5 wt. % TiO2 composite after heat treatment 

 
The wear rate of the rheoformed composite components reduced 

insignificantly when the volume fraction of TiO2 nanoparticles reached 7.5% 

compared to those with 5% TiO2 nanoparticles. However, the increased 
agglomeration of TiO2 nanoparticles made it challenging to disperse them 

evenly, resulting in a reduction of their effective dispersion within the 2024 

matrix and ultimately decreasing the wear resistance. Both SEM tests show 
indications of nano-sized particle integration and entrapment inside the 

interdimeric interface that forms during the solidification of the dispersed 
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alloys. Furthermore, it is hypothesized that the homogeneous dispersion of 

nanoparticles provides locations for heterogeneous nucleation throughout the 
solidification process, leading to a more refined microstructure. The 

nanoparticle reinforcement in composites can be explained by the fact that 

particles cannot move around in the melt as it solidifies since the melt and 
matrix become more viscous [30]. 

 

 

Conclusions 
 

TiO2/AA2024 nanocomposites of 2.5 wt.%, 5 wt.% and 7.5 wt.% TiO2 
nanoparticles were prepared with the stir casting method, followed by heat 

treatment. Precipitation wear rate and hardness properties were investigated. 

The following conclusions can be made: 
i. Mechanical tests showed that the hardness and wear resistance have 

increased as the percentage of nanoparticles increases, while the wear rate 

has decreased as the percentage of reinforcing materials increases. 
ii. Aluminium alloy containing 5 wt.% TiO2 nanocomposites have got the 

highest wear resistance and the hardest surface than the other tested 

nanocomposites. Thus, it can be stated that the 5 wt.% is the optimum 
weight content of TiO2.  

iii. Nanoparticles have specifically enhanced the wear characteristics of the 

composites contributing to the development of a stable trilateral with self-
lubricating features. 

iv. A bimodal microstructure has been formed in the samples as they were 

extruded, and it was still there after heat treatment. This is likely because 
the dispersed TiO2 nanoparticles pinned the grain boundaries together. 

Thus, the combination of 5 wt.% TiO2 nanoparticles with AA2024 alloys have 

greatly enhanced the physical properties. In turn, this would enhance the 
potential of Aluminium alloys for various industrial applications. 
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ABSTRACT 

Electroplating is extensively practiced in the industry to fabricate corrosion-

protective coatings for steel in large-scale production. Mild steel easily rusts 
at ambient temperature thus surface pre-treatment is mandatory to eliminate 

rust and superficial scale from the steel. Pre-treatment ensures that the steel 

surface is free from contaminants, which may interfere with the surface quality 
of the protective coating. This research is done to investigate the effect of 

different pre-treatment methods on the surface quality of mild steel rings and 

cobalt-nickel-iron coated mild steel rings. These surfaces were achieved by 
polishing the ring and subjected to alkaline degreasing, followed by immersion 

in sulfuric acid or sodium chloride at 10 vol % concentration and different 

immersion times (50 s, 55 s, and 60 s). Direct electroplating was applied to 
fabricate the cobalt-nickel-iron coating. The surface morphology of metal 

substrate and coating after electroplating were tested by scanning electron 

microscope (SEM), energy dispersive X-Ray (EDS), Vickers hardness, and 
surface roughness tests. Both types of pre-treatments provided lower surface 

roughness on the metal substrate and resulted in full coatings without voids 

formation. The results showed that pre-treatment using sulfuric acid exhibited 
higher hardness and a smoother coating surface. Agglomerates and cracking 

were observed on the surface coating treated with sodium chloride.  
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Introduction 

Preventing corrosion in ferrous metals is a major concern among engineers. 
Corrosion can happen at all stages in manufacturing, finishing, and 

maintenance. The most common forms of corrosion protection are 

galvanization [1], alloying [2], cathodic sacrificial protection [3], and barrier 
coating [4].  Recent trends in coating protection have shifted focus to nontoxic 

options to replace chromate and phosphate conversion coating [5]. Cobalt and 

its alloy coating [6] are reported to have good corrosion inhibition. Besides, 
green fabrication of zinc-cobalt alloy coating improved the corrosion 

resistance by up to 27.6% [7]. The surface hardness, wear, and corrosion 

resistance were enhanced with the presence of cobalt coating in 
nanocrystalline size [8]. However, the corrosion resistance level of the coating 

depends on the quality of the coating itself and the surface of the substrate to 

be coated. Surface quality is important as the material surface directly contacts 
with external loads or forces such as friction, wear, corrosion, and fatigue that 

may affect the performance of the materials. Surface coating is incorporated 

on the metal surface to improve the lifetime of the metal.  
There are many methods to fabricate coating as a protection layer on 

ferrous metals such as hot dip galvanizing, thermal spraying, chemical vapor 

deposition, laser cladding, and others. Among the techniques for coating 
synthesis, direct electroplating is of great interest for industrial use [8]. This 

technique lies in its versatility, moderate costs, large-scale production, and 

easy control thickness. In this technique, metal substrate surface pre-treatment 
is recommended prior to the electroplating process. The surface pre-treatment 

is usually associated with sandpaper polishing, cleaning, pickling, activation, 

or passivation to prepare the material for plating [9]. It is reported that surface 
pre-treatment could improve the wettability of the surface, which allowed for 

a better cohesion of the coating layer and ensured a homogeneous coating [10]. 

Besides, the surface pre-treatment helped to remove salts, soaps, or alkaline 
cleaning products left on the surface to avoid staining, skip plating, or even 

delamination and blistering. 

The most common pickling used in mild steel surface treatment is 
corrosive fluid such as hydrochloride acid [11]. Another corrosive acid used 

in pickling could be sulfuric acid [12], or a mixture of acids with toxic 

inhibitors [13]-[14]. Alkaline such as ammonia fluoride was also proposed in 
the pre-treatment of mild steel. A neutral solution such as sodium chloride was 

incorporated into acid, which removed the oxide layer from the substrate 

surface and make the surface bright without weight loss [15]. Sodium chloride 
has been shown to have a beneficial effect in the pickling of mild steel if mixed 
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with sulfuric acid instead of the addition of hydrochloric acid into sulfuric acid 
[16]. The addition of sodium chloride enhanced the scale removal rate. It also 

figures depicted that the corrosive factor of the solution decreased if the 

concentration of the sodium chloride was increased up to 10 vol% [17] because 
of the oxygen solubility in water [18].  

The surface profile after surface pre-treatment of steel also showed a 

significant effect on coating and corrosion protection for long-term service life.  
A thicker coating could be adhered to by a rough metal substrate to give better 

corrosion protection, but there is a limit [19]. A very rough surface might 

contain contaminant debris and a deep valley that is difficult to be coated. It 
could give an impact on the pitting corrosion [17]. Thus, the surface profile 

investigation is essential to ensure the quality of the coating. 

The above-mentioned previous study had shown that the key to having 
a quality final coating from the electroplating process depends on the type and 

concentration of the pickling solution for substrate surface pre-treatment. The 

objective of this study is to investigate the role of sodium chloride and sulfuric 
acid separately on mild steel surface pre-treatment. The surface profile of mild 

steel before and after electroplating with a cobalt-nickel-iron corrosion 

protection layer was also reported in this study. 
 

 

Experimental Work 
 

Mild steel is the most widespread form of steel in the world. Mild steel rings 

were used as substrates, with a total surface area of 10.79 cm2. The mild steel 
ring specimens contained 0.15% of carbon and more than 98% of iron. The 

specimens were polished with silicon carbide sandpapers of 240, 400, 600, and 

1000 grits using a Buehler Handimet 2 Roll Grinder. After that, the specimens 
were cleaned using sodium hydroxide alkaline degreaser for 10 minutes at 65 

C. The alkaline degreasing was used to remove water-insoluble contaminants. 

The specimens were then rinsed with distilled water and prepared for the 
pickling process. Pickling provides deep cleaning while also activating the 

metal surface by removing the oxide layer from the surface of the material. 

The pickling process has resulted in a pure metal surface, which is free of 
contaminants and oxides [14]. Subsequently, the specimens were immersed in 

different solutions for varying periods, as shown in Table 1.   

 
Table 1: Pickling solution and immersion time in mild steel ring substrate 

 

Type of pickling solution Time of immersion (seconds) 
Sulfuric acid 50 55 60 

Sodium chloride 50 55 60 
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A former study proposed using 12.5% of sulfuric acid and immersion 
time ranging from 35 s to 55 s [12]. It is recommended that 10% to 14% 

sulfuric acid be used for carbon steel containing less than 0.4% carbon. 

Therefore, in this study, 10 vol% sulfuric acid with prolonged immersion time 
ranging from 50 s to 60 s was applied. For comparison purposes, 10 vol% 

sodium chloride was also used. The specimens were then washed with distilled 

water and air-dried.  
In the electroplating process, the plating solution was prepared in a 

sulfate bath electrolyte with the presence of cobalt sulfate, nickel sulfate, iron 

sulfate, and some additives as tabulated in Table 2. The raw materials shown 
in Table 2 were mixed to produce a 500 ml volume of sulphate bath electrolyte. 

The electrolyte was prepared at a pH level of about 3. The temperature 

throughout the whole electroplating process was kept around 50 ℃ to 54 ℃. 
While the acidic sulphate bath and operating temperature were determined 

based on parameter optimization reported in a previous study [21].  

 
Table 2: Composition of sulphate plating solution (per 500 ml solution) 

 

Composition Amount (gram) 
Cobalt sulphate 7.03 
Nickel sulphate 17.52 

Iron (II) sulphate 2.78 

Boric Acid (additives) 8.24 
Ascorbic Acid (additives) 5.87 

 

 
 

Figure 1: Schematic diagram of electrodes holder in electroplating process 

(top view) 
 

The electrodes used in the electroplating process were clipped to the 

plastic-designed holder, as presented in Figure 1. A platinum plate was used 
as the auxiliary electrode (anode), whereas the mild steel ring was acting as 

Specimen working 

electrode 
Platinum electrode 
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the working electrode (cathode). Both electrodes were placed at a distance of 
57 mm to stabilize the ions' transfer during electroplating. Mild agitation was 

conducted throughout the electroplating process to avoid bubbles 

accumulating on the cathode surface, which may cause hydrogen evolution. A 
constant current of 1.0 A was applied for 20 minutes of electroplating time. A 

resultant mono-layer of cobalt-nickel-iron was produced on the mild steel 

specimen after electroplating.  
The quality of the surface substrate and surface coating was evaluated 

by measuring their surface roughness and surface hardness. The surface 

roughness of the coating was measured using the Mitutoyo surface measuring 
instrument (Surftest SJ-410) following the ISO1977 standard. Three randomly 

selected points on the flat side of each specimen were used to measure the 

surface roughness. At each point, the probe travel was set at a speed of 0.5 
mm/s and a travel length of 4.8 mm. The most common expressions for surface 

roughness are Ra and Rq. Ra is the arithmetic mean of absolute values of the 

evaluation profile deviations from the mean line, as shown in Equation (1). Rq 
is referred to as the square root of mean roughness, as expressed in Equation 

(2) [19].  

 

𝑅𝑎 =
1

𝑛
∑|𝑌𝑖|

𝑛

𝑖=1

 
(1) 

 

𝑅𝑞 = √
1

𝑛
∑(𝑌𝑖)2  

𝑛

𝑖=1

 

  (2) 

 
where n is the number of segments over the evaluation length and Yi is the 

deviation from the mean line. 

In terms of surface hardness, the method of measurement was using the 
Mitutoyo Vickers hardness test. The loading (F) applied in the hardness test 

was 0.5 kilograms-force. Similarly to the surface roughness test, the surface 

hardness was tested at three different areas of specimens, while avoiding the 
defect area on the surface. The Vickers hardness was determined using 

Equation (3) [20], where diagonal lengths of the indentation (D) left on the 

surface of the material were measured.  
 

Vickers hardness, 𝐻𝑉 ≈  1.854
𝐹

𝐷2 (3) 

 
where F is the load in kgf, and D is the arithmetic mean of the two diagonal 

lengths. 

The pre-treated substrate surface and surface coating morphology were 
examined using a Hitachi TM3030 PLUS model scanning electron microscope 
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(SEM) attached with an energy dispersive X-ray (EDS) machine. The 
specimens were mounted on aluminium stubs, using carbon double-sided tapes 

for SEM and EDS analysis. Cross-sections of samples were prepared to 

determine the coating thickness and elemental composition. 
 

 

Results and Discussion 
 

Surface roughness 
Figure 2 displays the line profiles for metal substrates before and after surface 
pre-treatment. It can be seen in Figure 2(a) that the metal surface without pre-

treatment is rougher due to large deviations from the mean line. The average 

surface roughness, Ra was recorded at 1.536 m and Rq at 2.616 m. Figure 
2(b) demonstrates the surface of the metal surface after pre-treated with 

sulfuric acid. The surface became smoother and showed a Ra of 0.327 m and 

Rq of 0.480 m. The drastic drops of Ra and Rq after pre-treatment revealed 
that the original mild steel had more defects such as contaminants, oxides, 

valleys, and grooves. A similar finding was found in contaminated Ni-Co 

substrate pre-treated with sulfuric acid [12]. The burrs or oxides on the 
substrate surface were completely removed by modified pre-treatment with 

sulfuric acid and further enhanced the adhesion of the coating [19]. It was 

believed that the oxide and contaminants interfered with the adhesion of the 
coating and caused corrosion creep, where the corrosion occurred under the 

coating interfaced with the metal surface [19].  Thus, it was essential to remove 

the contaminants of the metal surface to avoid corrosion failure on the coated 
metal. 

 

       
(a)                                                           (b) 

 

Figure 2: Roughness line profiles for mild steel surface substrate; (a) original, 

and (b) pre-treated with sulfuric acid at 60 seconds of immersion 
 

Table 3 depicted the results of the surface roughness of mild steel 

substrate after being pre-treated with different types of solution. It is clearly 
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shown that the average surface roughness, Ra was significantly reduced in 
sulfuric acid solution as the immersion time increased. However, the surface 

roughness, Ra of the mild steel substrate was not affected by the time of 

immersion in sodium chloride. The roughness after surface pre-treatment had 

improved compared to the original metal surface (Ra of 1.836 m) without 

pre-treatment. The average Rq was lower in acid solution indicating that the 

deviations between peaks and valleys were smaller. When sulfuric acid 
(H2SO4) reacted with steel, the iron oxide on the mild steel (mainly iron 

element) surface was chemically removed and transformed into iron sulphate 

[12]. The reaction of cations and anions between sulfuric acid and steel is 
depicted in Equation (4).  

 

Table 3: Surface roughness of mild steel substrate after surface pre-treatment 
 

Pickling solution 
Immersion 

time, t (s) 

Average surface 
roughness, Ra 

(m) 

Average square root of 
the arithmetic mean, 

Rq (m) 

No pre-treatment 
(reference) 

0 1.536 2.616 

Sulfuric acid 
50 0.927 0.502 
55 0.573 0.531 
60 0.327 0.480 

Sodium chloride 
50 0.652 0.671 
55 0.641 0.808 
60 0.693 0.782 

 
The iron sulfate (FeSO4) was believed to adhere to the steel surface and 

formed a protective layer [22] that covered the grooves and valleys, hence 

giving a lower value of Rq. However, the FeSO4 layer was easily scaled off 
and poorly adherent. The FeSO4 layer could not permanently protect the base 

mild steel from rusting. Thus, a permanent coating is essential to overcome the 

problem. Furthermore, the chloride ions in sodium chloride (neutral solution) 
would reduce metal loss but could initiate the formation of pits and may lead 

to localized corrosion, which is also known as pitting corrosion [17].  

 

𝐻2𝑆𝑂4 +  𝐹𝑒 →  𝐹𝑒𝑆𝑂4 + 𝐻2 (4) 

 
Figure 3 compared the surface roughness of cobalt-nickel-iron coated 

mild steel after electroplating. The surface coating of the specimen pre-treated 

with sodium chloride is rougher compared to the surface coating pre-treated 
with sulfuric acid. The surface roughness dropped when the immersion time 

increased. There was about 55% of reduction in surface roughness when the 

specimen was immersed in acidic solution from 50 seconds to 60 seconds. 
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However, the reduction for specimens treated with sodium chloride was 
smaller (24%). 

 

 
 

Figure 3: Surface roughness of surface coating pre-treated with different 

pickling solutions 

 
Surface morphology   
Figure 4 represented the surface morphology of metal substrates. The results 

indicated that surface pre-treatment had a significant effect on roughness and 
coating quality. The results show good agreement with Ra values as tabulated 

in Table 3. The metal substrate surface without treatment is the roughest. There 

are many valleys found in Figure 4(a), resulting in higher Rq values due to 
high deviations from mean roughness values. In contrast, Figure 4(b) showed 

that the metal surface pre-treated with sulfuric acid appears smoother, with 

only a little debris found on the surface. A similar finding had been reported 
[23], where static pickling produced a smoother surface than dynamic pickling.  

In terms of the effect of sodium chloride pickling solution, small voids 

can be seen scattered throughout the surface of the specimen, as revealed in 
Figure 4(c). The formation of these voids could be due to corrosion activity on 

the surface of base metal when treated with sodium chloride [17]. It is known 

that chloride ions in sodium chloride promoted the hydration of iron ions from 
the mild steel substrate. Sodium chloride is the corrosion media that helps to 

remove the iron ions accumulated at the surface. It is reported that the chloride 

(Cl) ions are incorporated with iron (Fe) ions to form an iron oxide layer and 
leave cationic vacancies, which then condense at the irons interface to form 

small voids. These small voids are also known as pits [24]. The formation of 

the pits upon pre-treated with sodium chloride was illustrated in Figure 5. 
Figure 4(d) showed the cross-section of the specimen pre-treated with sodium 

chloride. It can be seen that pits are formed at the surface of the base metal. A 

similar SEM cross-sectional morphology of the pit was reported in the low-
carbon steel treated with chloride solution [25].  
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  (a)          (b) 
 

     
  (c)        (d) 

 
Figure 4: SEM images; (a) original mild steel, (b) mild steel pre-treated with 

sulfuric acid at 60 s, (c) mild steel pre-treated with sodium chloride at 60 s, 

and (d) cross-section of mild steel pre-treated with sodium chloride at 60 s 
 

The surface coating with and without pre-treatment were presented in 

Figure 6. Figure 6(a) showed numerous agglomerates and voids appearing on 
the surface coating of metal specimens without surface pre-treatment. The 

rough surface of the coating contributed to the highest Ra values of 2.156 m 

due to the large deviation of peaks and valleys from the mean line over time. 
The substrate surface pre-treated with sulfuric acid shows a homogeneous 

coating without voids and agglomerates. The coating surface morphology on 

the sample pre-treated with sulfuric acid was shown in Figure 6(b). The result 
is consistent with the surface roughness measurement, which indicated the 

lowest value. The uneven surface of the metal substrate is susceptible to 

uneven coating formation and thus results in higher surface roughness. In 
contrast, it can be said that the substrate surface pre-treated with sulfuric acid 

showed a homogeneous coating without voids and agglomerates and gave the 

lowest surface roughness as shown in Figure 6(b).  



Koay et al. 

272 

 
 

Figure 5: Illustration of sodium chloride reacted with mild steel substrate 

 

     
  (a)           (b) 

 

 
(c) 

 
Figure 6: SEM images; (a) coating without pre-treatment, (b) coating pre-

treated with sulfuric acid at 60 s, and (c) coating pre-treated with sodium 

chloride at 60 s 
 

Figure 6(c) demonstrated that the coating fully covered the pits on the 

surface of the specimen pre-treated with sodium chloride, which led to the 
formation of agglomerates. This is due to surface irregularities on the pre-

treated specimen as shown in Figure 4(c). Moreover, cracks were also found 
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throughout the entire surface. This defect was probably caused by 
agglomeration, which exhibited brittle rupture [26]. As a result, the surface 

pre-treated with sodium chloride had become rougher after being electroplated 

with cobalt-nickel iron.  
Figure 7 showed a comparison of the thickness of the coating formed 

with different pre-treatment. The thickness of a mono-layer of cobalt-nickel-

iron coating ranged from 10 m to 15 m at a constant electroplating time of 
20 minutes. The thickness of the coating did not vary too much. In fact, the 

main factor influencing coating thickness is the electroplating process 

parameters [12]. The surface coating shown in Figure 7(a) is smooth on the 
specimen pre-treated with sulfuric acid. It is evident from Figure 7(b) that the 

Co-Ni-Fe coating was rougher on the specimen pre-treated with sodium 

chloride. Overall, the roughness of the coating surface is much lower than the 
thickness of the coating, which is suitable for automotive coatings that require 

smooth and low-profiled surfaces [19].   

 

      
     (a)       (b) 

 

Figure 7: SEM cross-section images coated mild steel ring pre-treated with; 
(a) sulfuric acid, and (b) sodium chloride at 60 s time immersion 

 

The EDS analysis was performed on the coating as well as the metal 
base for both pickling solutions. Both solutions presented similar results where 

no contaminant was visible on the coating and metal base as shown in Figure 

8. It is found that the coating showed elements of cobalt (Co), iron (Fe), nickel 
(Ni), and carbon (C). The metal base is purely Fe and carbon (C). This result 

shows that all pickling solutions and contaminants were removed successfully 

after pre-treatment prior to Co-Ni-Fe electroplating. 
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    (a)          (b) 

 
Figure 8: EDS spectrum; (a) Co-Ni-Fe coating, and (b) metal base 

 
Surface hardness 
Figure 9 showed the average surface hardness for coated specimens pre-treated 

with multiple pickling solutions. The sulfuric acid solution had shown to 

produce greater hardness compared to the sodium chloride solution. Thus, the 
addition of coating on the metal substrate should increase its hardness. 

However, it is found that the coated specimen treated with sodium chloride 

showed similar hardness to the mild steel substrate (114 HV). It is believed 
that the pits formed on the substrate surface weakened the bonding between 

the coating and substrate. The coating did not function well in protecting and 

enhancing the hardness due to the film-breaking mechanism caused by pits 
[24]. Cracks also occurred on the surface of the specimen pre-treated with 

sodium chloride, which further weakens the resistance of the specimen to 

external force. 
 

 
 

Figure 9: Surface hardness of coated mild steel pre-treated with multiple 
pickling solutions 
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The finding in Figure 9 correlated well with the surface roughness.  A 
lower surface roughness resulted in better hardness. Hardness measured the 

material’s resistance to plastic deformation.  The acidic solution provided a 

smoother surface for coating and thus reduced coating defects. The smooth 
substrate surface enhanced the adhesion of the coating and resulted in better 

resistance to plastic deformation. It is reported that material with higher 

hardness could be more wear-resistant [27].  
 

 

Conclusion 
 

The comparison was made between the surfaces pre-treatment of mild steel 

using different pickling solutions after grinding and alkali degreasing. Both 
types of solutions were effective in removing the contaminants, rust oxide 

layer as well as improving the surface profile of the initial mild steel substrate. 

The surface pre-treatment not only reduced the roughness of the initial 
substrate but also minimized the voids formation problem in the coating during 

electroplating. However, randomly distributed pits were observed on the 

surface pre-treated with sodium chloride. The surface hardness of the coating 
was not improved after being pre-treated with sodium chloride due to 

agglomerates and film cracking. In comparison, the surface pre-treatment 

using sulfuric acid had shown promising results at a 10 vol% concentration of 
sulfuric acid and 60 seconds of immersion. As a uniform coating with better 

hardness without peeling, pitting, and cracking was obtained, it is 

recommended that the surface pre-treatment process must be carefully 
controlled when using a corrosive solution. The intention should be to clean 

and activate the substrate surface but not to further corrode the steel. 
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ABSTRACT 

The traditional fishing vessels in Indonesia are usually made of wood material. 

The weakness of this vessel material is that it is easily weathered when exposed 
to seawater. For this reason, it is necessary to have vessel material 

engineering from composite sandwiches. This study aimed to prepare and 

investigate the flexural test, impact test, optical microscopy (OM), and 
scanning electron microscopy (SEM) observations of sandwich composites 

based on coconut fibre-polyester resin and wood core. The fabrication uses a 

hand lay-up method with a constant volume fraction (20% coconut coir fibre) 
and wood core variations type. The primary wood variations used are albizia 

chinensis, mahogany, shorea, and camphor. The Surface modification of fibre 

and wood core was conditioned without treatment and with treatment with 
about 5% NaOH solution for 2 hours. The study showed that the highest 

bending and impact strength was sandwich composite with camphor wood 

cores with alkali treatment for 39.75 MPa and 37.22 J/cm2, respectively. The 
OM observations showed that the core and skin interface area failed to 

delaminate after flexural and impact tests. SEM observations also showed that 
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the bond alkalization treatment between the matrix and the fibres was quite 
good. In the composite skin fracture area, there is a lot of fibre brake, and a 

little thread pulls out. The skin matrix also shows the presence of voids. 

Generally, this sandwich composite is feasible for application as a material 
for traditional fishing vessels. 

 

Keywords: Sandwich Composites; Flexural Tests; Impact Tests; Coconut 
Fibre; Wood Core 

 

 

Introduction 
 

Traditional fishing vessels in Indonesia are usually made of wood. This 
wooden vessel material is easily weathered when exposed to seawater. For this 

reason, it is necessary to engineer the material for waterproof fishing vessels 

and ensure the performance is engaging. Sandwich composites are one of the 
most potential ship material engineering to be developed. Sandwich 

composites consist of two thin skins, strong and stiff shells with a thick and 

light core material stacked sequentially as skin-core-shell [1]. Two layers of 
face sheet skin to withstand tension and compression stress, and the core 

material mainly bears shear emphasis [2]. Sandwich materials are often used 

in engineering applications because of the advantages of high bending rigidity, 
low structural weight and good environmental resistance [3]-[4].  

Most industries try to use natural fibres as reinforcement for the 

manufacture of composites. The choice of natural fibres as a composite 
reinforcement material is because natural fibres are strong, competitive and 

environmentally friendly compared to synthetic fibres [5]. Types of natural 

fibres can be classified into several plant categories: kenaf, jute, bamboo, 
banana and bagasse. Fibre materials from seeds such as kapok, cotton, and 

coconut fibre. Fibre materials from leaves such as abaca, pineapple, and sisal. 

The fibre also can be obtained from grass/reeds such as wheat, rice, and corn. 
These natural fibre materials have been widely studied as composite 

reinforcement materials [6]-[7]. Natural fibre has three essential parts such as 

cellulose, hemicellulose and lignin. Of the three parts, cellulose is a component 
that affects the properties of the composite [8]. 

The main problem in developing natural fibre-reinforced composites is 

the hydrophilicity of the fibres. Hydrophilicity causes the adhesion ability to 
decrease and ultimately affects the mechanical properties of the composite [9]-

[10]. The alkalization treatment is the most effective because it can remove 

wax content and impurities from the fibre surface, resulting in a rough and 
hydrophobic surface [11]-[12]. Alkali treatment will increase the cellulose 

content and remove fibre constituent components that are less effective in 

determining interfacial strength, namely hemicellulose, lignin or pectin [13]. 
Reduction of the constituents will increase the surface roughness resulting in 
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better mechanical interlocking. The influence of alkalis can increase tensile 
and flexural strength due to better interfacial bonds between the fibre and the 

matrix [14]-[15]. Chemical treatment increases the adhesion ability of natural 

fibres with the polymer matrix and improves the mechanical properties of the 
composites [16]. 

Several synthetic polymer matrices have been studied in composites 

such as polyester resins [17]-[20], melamine-urea-formaldehyde [21], 
polypropylene [22], polyethylene [23] and other synthetic polymers. Synthetic 

polymers are excellent composite-forming materials because they bind the 

reinforcement well. Synthetic polymers are potential matrix material 
candidates as fishing vessel composite materials because they have excellent 

water resistance [24]. However, combining composite sandwiches with a 

polyester resin matrix reinforced with natural fibres has not been explored 
more deeply, especially in the determination of wood species. This research is 

a breakthrough because of its advantages, such as good mechanical properties, 

lower production costs and environmental friendliness. 
In this study, researchers studied the characteristics of flexural strength, 

impact strength, and fracture morphology of sandwich composites composed 

of wood core and coco fibre -polyester resin as the face skins. The mechanical 
properties data obtained will later be used as initial information on fishing 

vessel materials. This research is instrumental in designing traditional fishing 

vessels in Indonesia. 
 

 

Materials and Methods 
 

Materials 
The polyester resin used in this study was unsaturated polyester resin with the 
trademark Yukalac 157 BQTN-EX produced by PT. Justus Sakti Raya, 

Indonesia (specific gravity 1.21 g/cm2; flexural strength 9.4 kg/mm2; flexural 

modulus 300 kg/mm2; young modulus 1.18 GPa; water absorption at 25 oC 
0.188-0.466%). The coconut fibre (density 1.1-1.5 g/cm3), shorea wood, 

albizia chinensis wood, mahogany wood and camphor wood were obtained 

from CV Tiga Sehati, Jember, Indonesia (Google Maps Coordinate: -
8.167767164206186, 113.70906795282784). The specifications for each type 

of fibre are shown in Table 1. Sodium hydroxide (NaOH 99%) and MEKPO 

catalyst (purity 45%; molar mass 210.23; density 1.17 g/cm3) (technical grade) 
were purchased from UD Aneka Kimia, Jember, Indonesia. 

 

Preparation of wood core and coir fibre 
The wood as the core of the sandwich composite was shaved and smoothed 

with a thickness of 1 cm respectively. The wood and coconut coir fibre were 

washed and cleaned with water, then dried under the sun for 5-7 days. The 
alkalization process was done by soaking coconut coir fibre and wood in 5% 
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NaOH solution for 2 hours at room temperature. After that, the coconut coir 
fibre and wood were washed with distilled water until neutral pH. Then, it was 

dried under the sun for 3-5 days and continued in a drying oven for 24 hours 

at 60 ℃. 
 

Table 1: Chemical composition of several kinds of wood 

 

No Type of Woods 
Chemical Compositions (%) 

Cellulose Hemicellulose Lignin Others 

1 Shorea wood 44 28 23 4.5 
2 Albizia chinensis 

wood 

42 23 18 16 
3 Mahogany wood 38 27 29 5 

4 Camphor wood 52 19 26 3 

 

Manufacturing of sandwich composite 
The manufacturing of composite sandwiches was the hand lay-up method. The 
sandwich composite manufacturing process places a 10 mm thick core wood 

board into the mould, then coats it with a top composite skin with a thickness 

of 4 mm. Coconut fibre was arranged in a longitudinal direction with a volume 
fraction of 20%. The resin matrix was mixed with the hardener (1%), stirred 

until evenly distributed, and poured into coconut fibre with a volume fraction 

of 80%. After that, rolling was done on the skin's surface, followed by pressing. 
This process was carried out at room temperature. After drying, the specimens 

were disassembled from the mould and made the bottom skin. The making of 

bottom skin by reversing the bottom position, and it was placed on top and 
then put into the mould. The following process was the same as making the 

upper skin. 

 
Flexural test   
The flexural test used the Universal Testing Machine Hung Ta 2328 TM 113 

(30 kN). The test was carried out according to ASTM C 393 standards. The 
test was carried out at room temperature for all specimens. In each variation, 

the test was carried out five repetitions. Then, the five data were averaged. 

 
Impact test   
The impact test was carried out using a Charpy 300 J impact testing machine. 

The test was carried out according to ASTM D5942 standards. The test was 
carried out at room temperature for all specimens and repeated five times for 

each variation. 

 
Optical microscope observations 
The microstructure observation of sandwich composites using an optical 

microscope model Olympus BX 41M. The observation was made with a 
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magnification of 100x and 500x. The fracture surface was cut to 20 x 18 mm 
and then observed. 

 

Scanning Electron Microscope (SEM) observations 
The fracture surface observation of sandwich composite using a Scanning 

Electron Microscopy (SEM) model of the Phillips XL 30 with a voltage of 10 

kV. The observations were made under vacuum with a secondary electron 
signal for the imaging process with a magnification of 100x. The fracture 

surface was cut into 5 x 10 mm and observed. 

 
 

Results and Discussions 
 
Mechanical properties 
Regarding mechanical properties, composite sandwich materials are 

influenced by core and skin materials (matrix and reinforcement). In addition, 
it is also influenced by the bond between the core and the skin composite and 

the matrix bond with the reinforcement in the skin. Figure 1 shows the flexural 

properties of sandwich composites with variations of core wood, without 
alkalization treatment and alkalization treatment 5% NaOH on core wood and 

coco fibre.  

 

 
 

Figure 1: Flexural strength properties of all samples tested 

 
From the flexural test data shown in Figure 1. the highest flexural 

strength value was obtained for the sandwich composite on camphor core 

wood with alkalization treatment with a value of 39.75 MPa. The lowest 
flexural strength was obtained from sandwich composites on albizia chinensis 

core wood, without alkalization treatment for 27.75 MPa. The properties of 

camphor wood are strong and ductile, while albizia chinensis wood is less 
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strong and brittle. This phenomenon shows that the core wood significantly 
impacts the flexural strength of sandwich composites. In the presence of 5% 

NaOH alkalization treatment for 2 hours on core wood and coco fibre 

reinforcement, the sandwich composite experienced a significant increase in 
flexural strength. The average increase in flexural strength was between 6.9% 

to 10.5%. This result proves that the alkalization treatment makes the 

interfacial bond between coco fibre and core wood with resin stronger [14]-
[16], [24]. 

 

Impact strength properties 
Figure 2 shows the impact strength properties of sandwich composites with 

variations of core wood, without alkali treatment and 5% NaOH alkalization 

treatment on core wood and coconut fibre. From the impact test data shown in 
Figure 2, the highest impact strength value was obtained for the sandwich 

composite on camphor core wood with alkalization treatment for 37.22 J/cm2. 

The lowest impact strength was obtained from sandwich composites on albizia 
chinensis core wood without alkalization treatment for 27.47 J/cm2. 

The results of this study show that camphor wood is strong and ductile 

compared to albizia chinensis wood, which is more brittle. The mechanical 
properties of the core wood have a very significant impact on the impact 

strength of the sandwich composite. In the presence of 5% NaOH alkalization 

treatment for 2 hours on core wood and coco fibre reinforcement, the sandwich 
composite experienced increased impact strength. 

 

 
 

Figure 2: Impact strength properties of all samples tested 

 

On average, there was an increase in impact strength between 3.7% to 
8.4%. Fibre can distribute the stress generated evenly. The orientation of the 

fibre direction in this study is the longitudinal direction perpendicular to the 
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direction of the pendulum beating so that it can withstand the shear stress when 
the impact test pendulum is impacted [25]. 

 

Microstructure of sandwich composite 
Figure 3 shows microscopy observations on the surface of coco fibre with and 

without alkalization treatment. Figure 3(a) shows the surface of the coco fibre 

clean from the dirt after alkalization (5% NaOH). 
 

   
  (a)       (b) 

 
Figure 3: Micro photo of coco fibre; (a) with alkalization treatment (5% 

NaOH), and (b) without alkalization treatment 

 
A clean surface and good drying will make the fibre ductile and not 

brittle, facilitating bonding between the fibre and the matrix [14]-[16]. Figure 

3(b) shows the surface of coco fibre without alkalization treatment. The figure 
shows that the coco fibre's surface has a lot of dirt, which inhibits the bond 

between the fibre and the matrix. The increase in flexural and impact strength 

of sandwich composites with alkalization treatment is due to the loss of 
impurities attached to the fibres, which become coarse [11]-[12]. 

Figure 4 shows the results of microscopy observations of the sandwich 

composite at the core wood interface with the skin. Figure 4(a) shows the 
interface between the core wood and the skin, which are well bonded before 

the mechanical test is carried out. Figure 4(b) shows the interface between the 

core and skin after flexural testing, and Figure 4(c) after impact testing. From 
the figure, it can be seen that delamination has occurred in the skin and core 

interface. Bending or impact loads cause buckling in sandwich composites [1], 

[26]. 
The lower skin experiences a compressive force, while the lower skin 

experiences a tensile strength. The skin interface with the core cannot 

withstand the load perfectly due to the shifting movement of the core, resulting 
in delamination [27]. This case indicates that the skin and core bonds that occur 

are not strong enough to withstand bending or impact loads. 
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  (a)          (b) 

 

 

 
 

 

 
 

 

 
 

 

(c) 
 

Figure 4: Micro photo of the interface of the core wood and skin of sandwich 

composite; (a) before the mechanical test, (b) after the flexural test, and (c) 
after the impact test 

 

 
  (a)           (b) 
 

Figure 5: Fracture morphology of composite sandwich skin; (a) after flexural 

test, and (b) after impact test 
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Figure 5 shows the results of SEM observations on the fracture surface 
of the sandwich composite skin after mechanical testing. Figures (5a) and (5b) 

show the fracture morphology of the sandwich composite skin after flexural 

and impact tests. It can be seen that the morphology of coco fibre is rather 
rough and most of the matrix can bind the fibre perfectly. This phenomenon 

proves that the matrix effectively transfers stress to the fibre due to the 

excellent bond between the polyester resin matrix and the fibre. Previous 
researchers also reported that the alkalization treatment of the fibre produced 

a rough surface and good bonding interactions at the interface [12], [14]-[15].  

In the sandwich composite skin fracture, there are many occurrences of 
brake fibres. This fibre brake can increase the flexural and impact strength of 

the sandwich composite due to the slight shifts between the matrix and the 

fibres [16]. Due to bending or impact loads, cracks will move from the 
polyester resin matrix through the interface to the coco fibre. If the bond at the 

interface is strong, then the stress that occurs is directly transmitted to the 

coconut fibre. This phenomenon causes fibre break [28]. 
In the area of the sandwich composite, skin fracture also shows a slight 

occurrence of pull-out fibres. The process of the fibres pulling out can reduce 

the flexural and impact strength of the sandwich composite due to the 
emergence of shear stress between the matrix and the fibres. Fibres pull-out 

occurs because the debonding stress of the fibre-matrix is less than the 

breaking stress of the fibre, so the debonding process occurs first, followed by 
a break in the fibre resulting in fibres pull-out [28]-[29].  

Several points on the surface of the matrix indicate the presence of 

voids. This phenomenon is due to the poor mixing of polyester resin with coco 
fibre in the fabrication process. These voids occur because of air trapped in the 

matrix and interface. The effect of nasty gaps is the poor bonding interaction 

between the matrix and the fibres and also reduces the strength of the matrix 
[13]. 

 

 

Conclusion 
 

The sandwich composite with wood core and skin from polyester resin – 
coconut fibre is successfully produced by hand lay-up method at room 

temperature. The 5% NaOH alkalization treatment increased the flexural 

strength and impact strength. The type of core wood in the sandwich composite 
significantly affects the flexural strength and impact strength. The highest 

flexural and impact strength was found in the sandwich composite with a 

camphor wood core of 39.75 MPa and 37.22 J/cm2. Fracture morphology at 
the interface between the core and the skins indicates delamination. The 

morphology of the fracture on the skin shows a rough surface on the fibre, lots 

of fibre breaks and little fibre pull out. This result shows a good bond between 
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matrix and fibre. This sandwich composite may be suitable for application as 
a material for traditional fishing vessels. 
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ABSTRACT 

Zinc oxide nanowires (ZnO NWs) have been successfully synthesized via a 
hybrid microwave-assisted sonochemical technique (HMAST) using zinc 

acetate dehydrate as starting material. The optimized parameters were set at 

12.5 mM solution concentration and a rapid deposition time of 60 minutes. 
The microwave power was varied from 100 to 800 Watts and the effect of 

microwave power on the morphological, structural, and optical properties of 
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the ZnO NWs has also been studied. Results showed an aligned, uniformly 
distributed hexagonal wurtzite structure of ZnO NWs was produced, which 

were augmented at 600 W microwave power, having the smallest diameter size 

of 29.66 nm. The XRD graph showed that the ZnO NWs produced are highly 
crystalline, exhibiting the sharpest and narrowest intensity of (002) peaks and 

a crystallite size of 18.60 nm. The transmittance spectra obtained by UV-Vis 

would be 89.72%, having a sharp absorption edge, implying the lower particle 
size of ZnO as well as exhibiting high absorbance in the ultraviolet region, 

indicating good crystallinity. From the findings, it can be confirmed that the 

microwave-assisted method helped in improving the formation of higher 
quality ZnO NWs that can be befittingly applied in many devices such as 

photocatalysts and sensors due to their excellent electrochemical properties. 

 
Keywords: Zinc Oxide; Nanowires; Nanostructures; Microwave-Assisted; 

Sonochemical 

 
 

Introduction 
 
One of the many one-dimensional nanostructures and oxide-based 

multifunctional materials that are now being researched and studied is zinc 

oxide (ZnO), whose exceptional features can improve the performance of 
electrical devices as well as many other things [1]. Zinc oxide is categorized 

as a semiconductor in group II-VI, whose covalence is on the ionic-covalent 

bond semiconductor. It has a wide energy band (3.37 eV), high bond energy 
(60 meV), and good thermal and mechanical stability at ambient temperature, 

which makes it appealing for prospective usage in electronics, optoelectronics, 

and laser technologies [2]-[3]. Its distinct chemical properties are 
complemented by its straightforward crystal-growth process, which offers 

much cheaper production costs than those of other semiconductors utilized in 

nanotechnology. In addition, ZnO nanomaterials (ZnO NMs) have a diverse 
range of nanostructures with complex morphologies and applications [4]-[10], 

namely nanowires [11]-[12], nanorods [13], nanotubes [14], and nanobelts 

[15]. Numerous growth techniques have been reported for the synthesis of ZnO 
nanostructures (ZnO NSs) specifically ZnO NWs including chemical and 

physical techniques like thermal evaporation [16]-[18], Chemical Vapor 

Deposition (CVD) and cyclic feeding CVD [19]-[20], sol-gel deposition [21], 
[22], electrochemical deposition [12], [23]-[24], hydrothermal and 

solvothermal growth [25]-[30] as well as surfactant and capping agents-

assisted growth [31]-[32]. It is also known that these nanostructures can be 
grown rather easily at low temperatures.  

Though these prevalent growth methods for ZnO NWs currently 

practiced are mostly successful, they do, however, have a few drawbacks, such 
as low productivity or severe impurities from their employed assistant, also 
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known as a catalyst or precursor, which can cause complications for their 
actual nanodevice application. [33]. Another limitation would be that its usage 

requires severe conditions such as high temperature, high pressure, expensive 

materials, and complex procedures. Alternatively, microwave-assisted 
methods had been suggested to help overcome these challenges. The region of 

the electromagnetic spectrum that comprises microwaves has a wavelength (λ) 

between 1 mm and 1 m, which is equivalent to a frequency range between 300 
MHz (λ=1 m) and 300 GHz (λ=1 mm) [34]-[35]. Its numerous benefits, 

including scalability, low energy consumption, quick growth, low cost, and 

simplicity of handling make it a highly acclaimed method to solve these 
concerns [36]-[39]. Moreover, in comparison to ZnO NSs synthesized using a 

more traditional method, the microwave-assisted process provides more 

control over the shape and dimensional dispersion of ZnO NSs [40]. This 
ensures a higher level of consistency for experimental results. In addition, 

microwave irradiation plays a crucial role in chemical reactions occurring in 

aqueous media [41], reducing the time [42] and cost, lowering particle size 
with a narrow size distribution, raising the product yield rate, and producing 

high-purity products in comparison to traditional techniques [43]-[46]. 

In addition, the traditional method of producing ZnO by solution-based 
approach mainly does not emphasize the solution preparation process but 

rather concentrated more on the effects of stabilizer instead of the reactant 

dispersion causing a non-homogeneous reaction during the mixing process of 
precursor and solvent which will contribute to the formation of a large particles 

size and reduce the surface area of the nanostructures. Through defects states 

such as grain boundaries, this behavior will lead to limited electron transport 
and a high recombination rate [47]. Hence, our research intends to optimize 

the aforementioned method by introducing the Hybrid Microwave-Assisted 

Sonochemical Technique (HMAST) while also investigating the impacts of 
microwave power on the overall properties ZnO NWs produced. This method 

incorporates a very effective and often employed solution-based method 

whereby the sonification process was incorporated during the mixing process, 
to significantly improve the interaction between the precursor and stabilizing 

agent and thus provide better overall control of the features of the 

nanostructure and further assisted by microwave irradiation to expedite the 
production process.  

 

 

Methodology 
 

The research approach is divided into three parts, which are outlined below. 
The initial step would be to prepare and clean the glass substrates. The zinc 

oxide nanoparticles (ZnO NPs) thin film is then prepared using an ultrasonic-

assisted sol-gel spin coating process, yielding ZnO NPs array. It will next go 
through a microwave heating deposition process to produce ZnO NWs. 



Maryam Mohammad et al. 

 

296 

Preparation of ZnO nanoparticles seeded layer thin films 
Zinc Oxide-Based Nanoparticles were prepared as a seed layer of thin films on 

a glass substrate which was deposited by an optimized ultrasonic-assisted sol-

gel (sonochemical) spin-coating technique [48]-[49]. The sonicated sol-gel 
ZnO was prepared by dissolving 0.4 M zinc acetate dehydrates [(Zn 

(CH3COO)2·2H2O; Merck] which acts as the precursor in the solvent of 2-

methoxy ethanol [C3H8O2; Merck] at room temperature. Then, at 1% of 
aluminum nitrate nonahydrate [Al (NO3)3.9H2O; Analar] and 0.4 

monoethanolamines [MEA, C2H7NO; R&M] were added into the solution as 

dopant and stabilizer, respectively. The molar ratio of MEA to zinc acetate 
dehydrate was maintained at 1:1, and the resultant solution was stirred at 80 

ºC for 40 minutes to yield a clear and homogeneous solution. Afterward, the 

solution was sonicated at 50 oC for 30 minutes using an ultrasonic water bath 
(Hwasin Technology Powersonic 405, 40 kHz) and cooled to room 

temperature. The solution will then be used to coat the glass substrate using 

the spin coating technique where 10 drops of the solution were deposited onto 
the substrate at a speed of 3000 rpm for 30 seconds. Lastly, the samples were 

preheated in an atmosphere ambient at 300 ℃ for 10 minutes to remove solvent 

and the deposition processes were repeated for the second to the fifth layer of 
film to achieve the required film thickness. All samples were annealed in a 

furnace at a temperature of 500 ℃ for 1 hour. 

 
Deposition of ZnO nanowires via hybrid microwave-assisted 
sonochemical technique  
ZnO NWs were grown via the HMAST method. An optimized 12.5 mM 
concentration of the solution was prepared using Zinc acetate dehydrate [(Zn 

(CH3COO)2·2H2O; Merck] and 0.01 M hexamethylenetetramine [HMTA, 

C6H12N4; Merck] as a precursor and stabilizer, respectively [50]. The reagents 
were dissolved and reacted in a beaker filled with 1000 mL distilled water as 

a solvent and stirred at 80 ºC for 30 minutes to yield a clear and homogeneous 

solution. Next, the solution was sonicated at 50 ºC for 30 minutes using an 
ultrasonic water bath (Hwasin Technology Powersonic 405, 40 kHz). The 

solution was then aged at room temperature for 1 hour and poured into a Schott 

bottle of 250 ml volume capacities where the optimized seed layer-coated glass 
substrates were placed at the bottom of the container. Afterward, the container 

was placed inside the 2.45 GHz microwave (SHARP 25L Microwave Oven 

R352ZS) which was set to a microwave power of 100 to 800 Watt for 60 
minutes each. Once done, the samples were annealed at a temperature of 500 

℃ for 1 hour. The procedures described above are depicted in Figure 1. 

 



Synthesization of Zinc Oxide Nanowires Via HMAST at Varying Microwave Power 

 

297 

 
 

Figure 1: Deposition of ZnO NWs via a hybrid microwave-assisted 

sonochemical technique 

 
Characterization method  
The structural and morphological properties were characterized by X-ray 

diffraction (XRD, PANalytical X’Pert PRO) with Cu K-alpha radiation of a 
wavelength of 1.54 Å and field emission scanning electron microscope 

(FESEM, JEOL JSM-7600F). The optical properties were characterized by 

UV-visible spectroscopy (UV-Vis, Cary 5000). 
 

 

Results and Discussion 
 

Morphological and structural study 
Top views of the ZnO NWs created using the HMAST approach are shown in 
Figure 2 which were deposited using microwave powers ranging from 100 to 

800 W and an optimum solution concentration of 12.5 mM over the course of 

60 minutes. It is evident that ZnO NSs were successfully produced in 
nanowire-type formation at the surface of the glass substrate within a very brief 

period of deposition time. This success may be attributed to microwave 

chemistry, as discussed by Abu ul Hassan et al. [51], where microwave heating 
provides homogeneous heat transfer to the solution mixture for chemical 

reactions, thereby speeding up the synthesis process.  
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Figure 2: FESEM images of ZnO NWs by HMAST at 20000X magnification 

and magnified images (100000X) on the top right corner deposited at 

microwave power of; (a) 100 W, (b) 200 W, (c) 300 W, (d) 400 W, (e) 500 
W, (f) 600 W, (g) 700 W, and (h) 800 W 
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In addition, compared to furnace heating, the effect of microwave 
growth can be seen even at relatively small microwave levels (100 W). This is 

explained by the reduced crystallization periods associated with the quick 

dissolving of precipitated hydroxides by microwave heating, as well as the 
rapid heating of the reaction precursors to the crystallization temperature [52]. 

The produced ZnO NWs have a distinct hexagonal wurtzite structure and are 

vertically oriented and tightly packed onto the substrate with different sizes 
which might be attributed to the migration rate of zinc interstitials and the 

vacancies are largely dependent on the change of growth temperature caused 

by the increase in the power of microwave [53]. Dimensions were averaged 
from individual nanowires according to the area distribution of nanowires from 

each sample where the average diameter size of the nanowires is tabulated in 

Table 1. It can also be observed in Figure 2(f) that the surface morphology of 
ZnO NWs deposited at 600 W microwave power displays the smallest 

diameter size and smooth uniformly distributed hexagonal NWs with a more 

compact structure in comparison to other samples. It is evident in Figures 2(a) 
to 2(f) that the nanowires' reduction in diameter size as microwave power 

increases from 100 to 600 W is consistent with earlier research conducted by 

other researchers where it was found that a higher microwave power 
contributes to increasing in temperature leading to the decrement in diameter 

size of nanostructures [54].  

However, the diameter size of the nanowires starts to rise once more at 
power levels of 700 and 800 W as seen in Figures 2(g) and 2(h). This might be 

due to the microwave effect and the phenomenon of “hot spots," which is 

caused by the presence of zones with a higher temperature than the bulk of the 
aqueous solution. The maximum temperature reached in the chemical 

reactions during microwave heating was limited by the solution boiling 

temperature (105 oC for water) or higher temperature [55]. A liquid reaction 
mixture superheats because of these "hot spots" more than conventional 

heating would expect. When using a dielectric material (solid or liquid), and 

assuming negligible diffusion and heat losses, most of the absorbed microwave 
power per unit volume is converted into thermal energy within the dielectric 

material [56]. This is shown in the following equation where the temperature 

of the mixture's aqueous solution rises rapidly as the microwave power 
increases. 

 

∆𝑇

∆𝑡
=  

𝑃𝑎𝑏𝑠

𝜌𝐶𝑝

= 
2𝜋𝑓𝜀0𝜀′′𝑒𝑓𝑓𝐸𝑟𝑚𝑠

2

𝜌𝐶𝑝

= 
2𝜋𝑓𝜀0𝜀′𝑟𝑡𝑎𝑛𝛿𝐸𝑟𝑚𝑠

2

𝜌𝐶𝑝

 
(1) 

 

where ρ is the density, Cp is the specific heat capacity, ∆T is the temperature 
rise or the rate of heating and t is the time. 
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 According to Debye and Stokes’ theorem, the relaxation time (τ) of 
dipole rotation, a spherical or nearly spherical rotating dipole with radius, r is 

given by the following equation [57]-[58]: 

 

𝜏 =  
4𝜋𝜂𝑟3

𝑘𝑇
 

(2) 

 

where η is the viscosity of the medium, k is Boltzmann’s constant, and T is the 
temperature. Relaxation data for pure water play an important role in the study 

of the dielectric properties of aqueous solutions [59]. 

On the other hand, when the temperature rises, the water phase's 
viscosity decreases as shown in Equation (2), increasing the possibility that 

water pools would collide. Water pools become less stable as a result, which 

raises the likelihood that ZnO nuclei will combine. As a result, ZnO 
nanostructures will often expand in size [60]. The change in microstructure is 

also explained by the Ostwald ripening theory [61]. 

 
Table 1: Structural parameters of ZnO NWs by HMAST technique deposited 

at various microwave power 

 

Sample 
Microwave 

power (W) 

Peak 
position 

(2θ) 

FWHM 

(˚) 

Crystallite 

size (nm) 

Diameter 
size (nm) 

FESEM 

(a) 100 33.86 0.190 31.98 40.51 
(b) 200 33.90 0.189 29.79 37.93 
(c) 300 33.82 0.186 31.63 36.90 

(d) 400 33.89 0.183 33.08 35.11 
(e) 500 33.86 0.173 38.01 33.60 
(f) 600 33.90 0.170 32.71 29.66 
(g) 700 33.91 0.202 31.98 41.53 

(h) 800 33.95 0.348 18.60 45.77 

 

The results of X-ray diffraction (XRD) for these samples further 

supported the FESEM results where it was found that the ZnO NWs produced 
are in highly crystalline form and purity. Figure 3 displays the XRD patterns 

of the ZnO NWs thin film generated by the HMAST technique at different 

microwave powers of 100 to 800 W. The indexing of the various XRD peaks 
was carried out in accordance with the Joint Committee on Powder Diffraction 

Standards (JCPDS) standard database of ZnO hexagonal wurtzite 

nanostructure (File no. 36-1451). The ZnO NWs formed display three distinct 
diffraction peaks that were observed between 20 and 60 degrees, as shown in 

Figures 2(a) to 2(h). The observed diffracted peaks and associated hkl values, 

which were positioned along the preferred c-axis orientation and were indexed 
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at (100), (002), and (101), are clearly visible with varying intensities. This 
outcome is consistent with those mentioned in previous findings [62]-[63].  

The strongest (002) orientation peak, which is evident in all samples, is 

between 33.82° and 33.9°, showing that the particles predominantly developed 
in one direction, generating structures that are almost 1D or rod-like, as can be 

seen by observations from all the grown samples. The weak intensities of the 

other peaks, on the other hand, could be caused by a few distorted alignments 
of ZnO NWs grown on the glass substrate. Overall, the samples that were 

developed exhibited clear crystalline structures and no other phase formations, 

including amorphous structures. Additionally, it can be noted in Figure 2(f) 
that ZnO NWs deposited at the maximum microwave power of 600 W exhibit 

the sharpest and narrowest intensity of (002) peaks as compared to ZnO NWs 

formed at a different microwave power of 100 to 500, 700 and 800 W. This 
further proves that the samples synthesized using higher microwave power 

have higher peak intensity, in comparison to those prepared at lower powers, 

indicating the increase of purity of ZnO as a function of high microwave power 
[64]. 

 

 
 

Figure 3: XRD spectra of ZnO NWs by HMAST technique deposited at 

various microwave power 

 
The average crystallite sizes D (nm) of the ZnO nanowires was 

calculated using Scherrer’s formula below. 

 

𝐷 =
0.9𝜆

𝛽 𝑐𝑜𝑠 𝜃
 

(3) 
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where λ is the X-ray wavelength of Cu–Kα radiation source (=1.5418A˚), β (in 
radians) is the full width at half maximum (FWHM) intensity of the diffraction 

peak located at 2θ and θ is the Bragg‘s angle.  

Calculated results are shown and summarised in Table 1, where it is 
discovered that the average crystallite size increases from 45.62 to 51 nm with 

an increase in microwave power from 100 to 800W. Although ZnO nanowires 

can be grown as it is usually in the form of powders, our method opted for the 
use of substrates specifically low-cost soda lime silica glass as vertically 

oriented growth on a substrate offers significant benefits specifically for 

photocatalytic applications. The formation of nanowires is aided by the 
anisotropy of the ZnO crystal structure. The basal plane (001), with one end, 

in terminatively positive Zn lattice points and the other in partially negative 

oxygen lattice in various directions follow the pattern 𝜈(0001) > 𝜈(011̅1̅) >

 𝜈(011̅0) > 𝜈(011̅1) > 𝜈(0001̅) [66]. 

 
 

Optical Properties 
 
At room temperature, UV-Vis-NIR spectrophotometer measurements between 

200 and 2200 nm are used to determine the optical characteristics of the ZnO 

NWs created by HMAST. The transmittance spectra of the ZnO NWs made 
using the HMAST approach are shown in Figure 4 at various microwave 

powers ranging from 100 to 800 W. Thin films' optical transmittance is known 

to be influenced by their surface shape. In this experiment, it was discovered 
that every sample developed met the criteria for transparency, which is above 

80% in the visible-NIR range, and that the visible region's absorption edges 

are below 400 nm. This could be attributed to electron transitions from the 
valence band to the conduction band caused by the intrinsic ZnO band gap. It 

has also been widely reported in previous studies that the difference in particle 

size might be the reason for the variation in the absorption edges (67-69). 
Throughout the visible area, the transmittance spectra show an exciton peak in 

the 350-380 nm range and reduced absorbance above 380 nm. Sharp 

absorption edges suggest smaller ZnO particle sizes, while strong absorbance 
in the UV range suggests excellent crystallinity [70]. 

The highest transmittance was recorded for the sample synthesized at 

100 W microwave power as can be seen in Figure 4(a) with an average 
transmittance of 95.11% between 400 nm and 800 nm in the visible region, 

whereas the lowest transmittance was obtained for the intrinsic sample at 700 

W with an average transmittance of 83.43% over the same wavelength as seen 
in Figure 4(g). 

It can also be seen in Table 2 that the transmittance decreases as the 

microwave power increases from 100 to 500 W. However, the transmittance 
increases again at a microwave power of 600 W with 89.72% transmittance 

which might be due to the homogeneous structure with uniformly distributed 
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particles and improvement in growth along the c-axis enhancing the optical 
scattering reduction in the ZnO thin films. The transmittance spectra started to 

decrease again at higher microwave power of 700-800 W which might be due 

to the change in structural properties as discussed previously. Overall, all the 
samples showed great transparency and it is also well known that strong 

transmittance properties may be used in electrical devices, such as the window 

layer in solar cells, to capture the most photons. Changes in the transmission 
spectrum were brought on by interferences in thin films caused by reflection 

at the air-ZnO and ZnO-glass interfaces [71]. 

 

 
 

Figure 4: Transmittance spectra of ZnO NWs by HMAST technique 

deposited at various microwave power of (a) 100 W, (b) 200 W, (c) 300 W, 
(d) 400 W, (e) 500 W, (f) 600 W, (g) 700 W, and (h) 800 W 

as a function of wavelength 

 
Table 2: Transmittance percentage of ZnO NWs by HMAST technique 

 

Sample Microwave power (W) Average transmittance, T (%) 
(a) 100 95.11 
(b) 200 91.07 
(c) 300 90.73 

(d) 400 90.03 
(e) 500 85.96 
(f) 600 89.72 

(g) 700 83.43 
(h) 800 84.01 
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Conclusions 
 

It can be concluded that highly crystalline ZnO NWs having hexagonal 

wurtzite structure with preferable c-axis orientation were successfully 
synthesized using a microwave-assisted sonochemical technique from 100 to 

800 W of microwave power at 12.5 mM concentration and 60 minutes 

deposition time with profound improvement in its properties. It is found that 
the peak intensities of the ZnO NWs increase as the power increases up to 600 

W indicating the high purity of ZnO NWs produced. The trend in the growth 

of the aligned ZnO NWs arrays produced is supported by the FESEM images 
of samples which indicate smaller diameter sizes of wires as the temperature 

rises with higher microwave power but starts getting bigger from 700 W of 

microwave power to 800 W. On the contrary, the XRD analysis obtained 
structural analysis which had shown significant phase identification according 

to JCPDS (File No 36-1451) highest intensity of (002) was observed to be very 

strong and narrow with bigger crystallite size at higher microwave power. The 
optical analysis of the samples also found that ZnO NWs obtained by this 

method have high transmittance of around 84% to 95.11% which is highly 

fitting to be applicated in electrical devices. 
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ABSTRACT 

Hazardous emissions majorly NOx and the poor performance of alternative 

fuels (biodiesel/its blends) are global concerns, as fossil fuel depletion and 

rising energy prices encourage researchers to rely on alternative energy 
sources with the addition of nano additives in the recent decade. The current 

experimental study investigates the performance, combustion, and emission 

characteristics of biodiesel-diesel mixtures dispersed with titanium dioxide 
(TiO2) as a fuel additive on a 1-cylinder diesel engine. TiO2 was dispersed in 

a Tamarind Oil Methyl Ester (TOME)-diesel blend (B20) in three 

concentrations of 40, 80, and 120 ppm via ultrasonication in the presence of 
QPAN80 surfactant to enhance the stability of the prepared fuel sample. A 

ratio of 1:4 TiO2:QPAN80 was found to produce the highest stability and 

homogeneity which is evidenced by the characterization of TiO2. The engine 
tests revealed that the greatest decrement in BSFC, CO, HC, and NOx was 

observed as 15.2%, 15.2%, 11.10%, and 9.06%, and the maximum BTE, HRR, 
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and CP were improved by 9.76%, 50.32 J/degree, and 50.32 bar for the 
B20T80 blend correlated with B20 blend. Thus, the inclusion of TiO2 nano 

additives improved overall engine performance and decreased emissions of CI 

engines significantly. 

Keywords: Titanium Dioxide Nanoparticles; Catalytic Effect; Engine 

Performance; Engine Emissions; Tamarind Oil Methyl Ester 

Nomenclature 

AFD Aphanizomenon Flos 
Biodiesel-Diesel blend 

CP Cylinder Pressure 

B20 TOME 20%-80% diesel DI Direct Injection 
B20T40 B20 with 40 mg of TiO2 FTIR Fourier Transform 

Infrared 

B20T80 B20 with 80 mg of TiO2 ID Ignition Delay 
B20T120 B20 with 120 mg of TiO2 NHRR Net Heat Release 

Rate 

BP Brake Power NOx Nitrogen oxide 
BSFC Brake-Specific Fuel 

Consumption 

TiO2 Titanium dioxide 

BTE Brake Thermal Efficiency TOME Tamarind Oil Methyl 
Ester 

CI Compression-Ignition UHC Unburnt 

Hydrocarbons 
CO Carbon monoxide XRD X-Ray Diffraction

CO2 Carbon dioxide 

Introduction 

Humankind has relied on a variety of Energy sources for their need and 
development. In today's world, the energy problem has evolved into a 

worldwide concern that is threatening the security of civilizations. Fuels are 

crucial in the generation of large amounts of energy in different sectors like 
transportation, industrialization, and power generation. Fossil fuels supply 

80% of the major contributors to the world's requirements [1]. Fossil fuel 

depletion, increasing the cost of crude oil products, and the emissions released 
from the prime movers using fossil fuels are the major concerns today the 

world is confronting and encouraging researchers to find alternative renewable 
sources that can perform with similar engine efficiencies less polluting 

emissions. Alternative source like biodiesel has been well-recognized to 

replace fossil fuels. Biodiesel is also expressed as mono-alkyl esters prepared 
from raw feedstock oils/animal fats in the presence of a catalyst and with 
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small-chain alcohols. The direct use of vegetable oils was restricted owing to 
their higher viscosity, poor atomization, carbon deposits that can clog fuel 

injection nozzle, and incomplete combustion [2]. Transesterification is the best 

and most effective method for reducing the viscosity of vegetable oil and can 
yield a superior quantity. The physicochemical characteristics of biodiesel are 

closer to the standard diesel and can run with no modifications in the engine, 

but biodiesel performs with less efficiency than diesel [3]-[5]. On the other 
side, biodiesel emits hazardous NOx emissions which are attributed to the rich 

oxygen in biodiesel. Several investigations revealed various techniques like 

engine modifications, exhaust gas recirculation, and fuel modification 
techniques to decrease NOx emissions and enhance the performance of diesel 

engines. The former methods enhance smoke emissions, whereas the fuel 

reformulation technique uses nanoparticles as a fuel additive in CI engines to 
address the above issue. The qualities of base fuel have been discovered to be 

enhanced with the addition of nanoparticles which aid in better atomization, 

and combustion, as a result, minimize hazardous exhaust emissions like NOx 
[2], [6]. 

Dsilva and Bhat [5] investigated the influence of nano additives 

Titanium dioxide (TiO2) dispersed in Pongamia Pinnata biodiesel-diesel fuel 
blends (B10, B20, and B30) on performance, combustion, and emission 

parameters. The test sample B20 with the inclusion of TiO2 nano additives 

enhanced Brake Thermal Efficiency (BTE) by 1.47% and reduced BSFC by 
7.29%. Emissions were reduced to a lower value such as Nitrogen Oxide 

(NOx) (by 4.3%, 3.9%, and 4.2%), Unburnt Hydrocarbons (UHC) (by 20%, 

13.6%, and 11.1%), and smoke opacity (by 9.2%, 11.04%, and 7.9%) for the 
nano additive B10, B20, and B30 blends respectively. Among various fuel 

blends, the B10T75 results in the highest Cylinder Pressure (CP), and B30T75 

improves the highest Heat Release Rate (HRR). In another study, the effect of 
TiO2 nanoparticles dispersed in palm oil biodiesel was studied on CI engines. 

Palm oil biodiesel-diesel samples were prepared in different proportions i.e., 

B10, B20, B30, B40, B50, and B100, and correlated to the B20 sample which 
was considered as a reference fuel. The fuel properties such as viscosity, flash 

point, cetane index, and calorific values were enhanced with the addition of 

0.1% wt TiO2 nano additive. Among all the blends, the fuel properties of the 
blends B20+0.1%TiO2 and B10+0.1%TiO2 meet the ASTM standards. Engine 

power and torque were improved at low speeds, and Carbon Dioxide (CO2) 

and Nitrogen Oxide (NOx) were found to be lowered by the addition of TiO2 
nanoparticles [7]. Jayabalaji and Shanmughasundaram [8] studied the 

performance and emission characteristics of a diesel engine using 

Aphanizomenon Flos (AF) biodiesel 20% and diesel 80% (B20) with TiO2 
nano additives at concentrations of 5%, 10%, and 15% which were expressed 

as AFD-5TiO2, AFD-10TiO2, and AFD-15TiO2. Out of all the blends, the 

blend AFD-10TiO2 resulted in reduced BSFC by 5% and increased BTE by 
2%. Rameshbabu and Senthilkumar [9] studied the influence of TiO2 nano 
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additive (with 50 and 100 ppm concentrations) with neat biodiesel (prepared 
from cottonseed oil) using a diesel engine. The emissions such as NOx, 

Hydrocarbons (HC), Carbon Monoxide (CO), and smoke emission were 

reduced by 11.2%, 6.2%, 8.4%, and 5.8% respectively at full load conditions. 
BTE was enhanced by 0.8%, and BSFC was decreased by 1.2% with the 

dosage of 50 ppm TiO2 nano additive in neat biodiesel. Whereas the addition 

of TiO2 in biodiesel results in enhanced BTE by 1.1% and reduced BSFC by 
1.5% regarding the neat biodiesel at each load. Karthikeyan and Viswanath 

[10] studied the emission characteristics of a two-cylinder diesel engine when 

operated with a punnai seed biodiesel-diesel sample (B30) with the inclusion 
of TiO2 nanoparticles at a concentration of 25, 50, 75, and 100 ppm. The 

pollutants i.e., CO2, CO, HC, NOx, and smoke opacity were reduced when 

differentiated from diesel. 
The previous literature survey showed that the addition of nanoparticles 

improves performance, combustion, and emission parameters along with the 

physiochemical properties. Tamarind oil is found to be the most beneficial 
feedstock for biodiesel preparation but has not been well recognized, and no 

research was found to study the performance, combustion, and emission 

characteristics of a CI engine with nanoparticles dispersed in TOME. Hence, 
this study is intended to find the overall performance of a diesel engine with 

the addition of TiO2 nano additives at several dosages of 40, 80, and 120 ppm 

in a B20 blend. 
 

 

Materials and Methodology 
 

Materials  
Biodiesel has recently gained popularity as a sustainable, environmentally 
friendly, and alternative fuel with the potential to significantly reduce exhaust 

gas emissions and thus provide a far cleaner source of energy. Tamarind trees 

are abundantly available everywhere in India and tamarind seed is obtained 
from tamarind fruit which comprises 30% of the oil yield. Along with its 

importance in the Indian subcontinent culinary techniques. The usage of 

tamarind fruit is nearly limitless since tamarind oil is unknown as a raw 
feedstock for biodiesel preparation and its usage in diesel engines is yet to be 

proposed [11]-[14]. Tamarind seeds were purchased at a low cost from Paderu, 

Visakhapatnam district, India. The seeds were dried under sunshine and 
crushed using an expeller and oil is extracted using a solvent extraction 

technique to find the maximum yield. Merck Laboratories, Mumbai, India, 

supplied the required solvents and chemicals, which were used immediately 
without any treatment. Methanol (99.5%), n-hexane (99%), and KOH (85%) 

pellets were obtained. Tamarind tree fruits and seeds are shown in Figure 1. 
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Figure 1: Presents tamarind tree fruits and seeds 

 
Extraction of oil 
The tamarind oil extraction was followed by a solvent extraction procedure. 

The pulp was separated, and the seeds were dried in the sunlight. These dried 
seeds were squeezed into the oil with the aid of a mechanical press. The raw 

oil was treated with 5% (v/v) n-Hexane at a temperature of 80 °C and then, 

agitated for half an hour to eliminate gel formation, sediments, and impurities. 
Since the n-Hexane has a low boiling point, it evaporated during the process. 

The treated sample was separated from impurities and the pure oil was 

collected in a separatory funnel after the settling particles were removed. This 
process was repeated until the required amount of oil was extracted. With 1 kg 

of seeds, 368 ml of oil was recovered. 
 
Biodiesel synthesis 
Biodiesel from tamarind oil is produced in 2 phases acid-catalyzed and base-

catalyzed. In the former phase, 2 liters of tamarind oil, 330 ml of methanol, 
and 2% wt of H2SO4 were blended in a round neck bottle at a stirring speed of 

600 rpm and a temperature of 50 °C for 90 mins. Following this, the solution 

was moved to a separating funnel and left for 2 hours [15]-[16]. Finally, the 
bottom layer was found to be murky and separated from the top layer. The acid 

content of this segregated top layer is determined to be lower which was 

subjected to the next phase (base-catalyzed/alkali-catalyzed treatment). 885 g 
of raw pretreated oil, 1.5% KOH catalyst (on a weight basis), and methanol 

were placed in a 2 L round-necked flask. The best molar ratio (methanol/oil) 

for maximum biodiesel conversion was found to be 1:6. This mixture was 
stirred for 1 hour at a fixed stirring speed of 500 rpm at 60 oC. After 6 hours, 

the bottom (glycerol) layer was drained by gravity method, and the upper layer 

was washed many times till the glycerol was removed [17]-[18]. Thereafter, 
the transesterified ester was brought to 100 °C to remove excess moisture 

particles. The amount of biodiesel yield was found to be 96% of the given in 

Equation (1).  
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Biodiesel yield (wt %) = [ 
𝑚𝑎𝑠𝑠 𝑜𝑓 𝑏𝑖𝑜𝑑𝑖𝑒𝑠𝑒𝑙 (𝑔)

𝑚𝑎𝑠𝑠 𝑜𝑓 𝑜𝑖𝑙 (𝑔)
] x 100                            (1) 

 
Surface modification of TiO2 nanoparticles 
The addition of TiO2 nano additives should be consistent and safe for stability 

[18]. Table 1 lists the parameters of the TiO2 nano additives employed in this 

investigation. For the uniform and homogeneous dispersion of nanoparticles 
in base fuel samples, electrostatic and steric processes were preferred. In the 

initial stage, the nanoparticles were coated with scattering agents, typically 

known as surfactants (QPAN80). The impact of surfactants on TiO2 
nanoparticles defines the stability of the base fuel. Hence, five trials were made 

to find the optimum ratio (TiO2:QPAN80) i.e., 1:1, 1:2, 1:3, 1:4, and 1:5. The 

dispersed nano additives with QPAN80 were found to be stable, homogeneous, 
and consistent with a 1:4 ratio. Hence, a 1:4 optimum blend ratio was used to 

prepare the nano fuel blends at a concentration of 25, 50, and 75 ppm and 

expressed as B20T40, B20T80, and B20T120. 
 

Table 1: Specifications of the TiO2 nanoparticles 

 

Manufacturer Platonic Nanotech Private Limited-
Kachwa Chowk, Dist: Godda, Jharkhand 

Chemical name: Titanium Oxide Nanoparticle (TiO2) 

Appearance: White power 

Purity: >99.9% 

Specific Surface area (SSA): 200-230 m2/g 

The average particle size: 30-50 nm 

Bulk density (%): 0.15-0.25 g/cm3 

Atomic Weight 79.8658 g/mol 

Morphology Near spherical 

 

Preparation of fuel samples 
Nano fuels (Nanoparticles dispersed in B20 blend) were produced through two 

steps. The first step is to use a mechanical disseminator to disperse 

nanoparticles in the B20 mix and with the aid of an ultrasonic pulsing 
frequency approach the nano fuels were blended in the second stage, in which 

the TiO2 dispersed fuel blend was placed in an ultrasonicator (Hielscher 

ultrasonic, 160 W, 40 kHz) for 30 minutes to avoid nanoparticle aggregation 
and to preserve the stable state [16], [18]. To produce a B20T40 blend, 40 ppm/ 

0.040 g of nanoparticles were mixed into a 1 L volume of B20 blend and 

agitated for 30 minutes in an ultrasonicator to achieve homogeneous blending 
[19]. Similarly, the additional blends, B20T80 and B20T120, were produced 

and designated. After 30 days, these mixes were found to be stable. Table 2 

shows the physicochemical parameters of diesel, B20, B20T40, B20T80, and 
B20T120 mixes evaluated according to ASTM standards. 
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Table 2: Physico-chemical characteristics of fuel blends 
 

Fuel samples 
Density at 40 ºC 

(kg/m3) 

Viscosity 

(mm2/s) 

Calorific 

value (MJ/kg) 

Flashpoint 

(ºC) 
Diesel 841 2.92 45.6 73 

B20 833 3.89 41.2 75 
B20T40 835 3.7 42.16 76 

B20T80 841 3.74 43.21 78 

B20T120 839 3.72 42.68 80 
ASTM D975 850 2.0-4.5 42-46 60-80 

 

Experimental setup 
Figure 2 depicts the experimental setup. For the current investigation, a 
Kirloskar-made VCR, 1-cylinder, 4-s, Directe injection, CI engine was 

considered. The detailed engine configuration is given in Table 3. To assess 

tailpipe gasses, an AVL 5-Gas analyzer was utilized. Before the trials began, 
all of the sensors were extensively tested to ensure that experimental test errors 

were limited to minimal values. For 100 cycles, engine soft software was 

installed on the computer, and obtained the combustion data. Before the trial 
of the engine, it was benchmarked with standard diesel by running for 30 

minutes. Then the nano-fuel samples were tested. During all the trials, the 

speed of the engine was maintained constant at 1500 rpm and the engine 
operated five times to make sure that the data was standardised at each load, 

and the average findings were presented. The HRR value is determined using 

the following Equation (2) concerning the crank angle and In-Cylinder 
Pressure (ICP) of Diesel, B20, B20T40, B20T80, and B20T120: 

 

 
𝑑𝑄𝑛𝑒𝑡

𝑑𝜃
=

𝛾

𝛾−1
(𝑃) (

𝑑𝑉

𝑑𝜃
) + 

𝛾

𝛾−1
(𝑉) (

𝑑𝑃

𝑑𝜃
)         (2) 

 

where; 
𝑑𝑄𝑛𝑒𝑡

𝑑𝜃
 = Heat Release Rate (HRR) in (kJ/m3 CA) 

V = instantaneous volume in (m3) 
P = instantaneous pressure in (bar)  

𝛾 = ratio of specific heat 
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Figure 2: Representation of engine setup 

 

Table 3: Specifications of engine setup 
 

No. Engine parameters Specifications 

1 Engine model Kirloskar 
2 No. of cylinders/ no. of strokes ¼ 
3 Rated power 5.7 Kw 
4 Rated speed 1500 rpm 
5 Bore diameter/Stroke length 100/105 mm 

6 Compression ratio 18:1 
7 Injection pressure 220 bar 
8 Ignition timing 23° bTDC 

 
Uncertainty analysis 
Errors in engine measurements are obtained from a variety of factors. Random 

uncertainty refers to uncertainty related to measurement repeatability and 
environmental influences. It also incorporates systematic uncertainty caused 

by sensor faults. The uncertainties of various devices are given in Table 4. The 

Kragten spreadsheet technique given in Equation (3) employs to evaluate the 
uncertainty parameters numerically [20]. The uncertainty in calculating y for a 

single independent variable x1 is represented as follows: 

 
u(y,x1) = F(x1 + u(x1), … xn) – F(x1, … xn)                      (3) 
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Table 4: Uncertainty about measuring devices 
 

No Instrument/Device Uncertainty 

1 Torque indicator, Nm ± 1% of reading 

2 Fuel burette, cc ± 0.2 

3 Speed sensor, rpm ± 5 
4 Brake power, kW ± 0.053 

5 Brake-specific fuel consumption 

(BSFC), g/kWh 
± 5 

6 Brake thermal efficiency (BTE), % ± 0.014 

7 CO, ppm ± 10 

8 NOx, ppm ± 5 
9 Crank angle encoder, degree ± 0.5 

10 A pressure transducer, bar ± 1% of reading 

 

Because uncertainty propagation is based on the root sum of squares, 
the combined standard uncertainty for a dependent variable may be calculated 

using the individual standard uncertainties of its independent variables, as 

indicated in Equation (4) [21]. 
 

𝑈𝑐 (𝑦) = √{(
𝜕𝑦

𝜕𝑥1
 𝑢𝑥1)

2

+ (
𝜕𝑦

𝜕𝑥2
 𝑢𝑥2)

2

… … + (
𝜕𝑦

𝜕𝑥𝑛
 𝑢𝑥𝑛)

2

}       (4) 

 

Characterization of TiO2 nanoparticles 
In the current experimental study, titanium dioxide (TiO2) nanoparticles were 

combined with B20 in the form of a nanoemulsion, and their effects on CI 

engines were investigated. TiO2 nanoparticles were primarily obtained from 
Platonic Nanotech Private Limited-Kachwa Chowk, Godda District, 

Jharkhand, India. The specifications of TiO2 nanoparticles are described in 

Table 1. Figure 3 depicts the FT-IR (Fourier Transform Infrared) spectra of 
TiO2 nanoparticles. A prominent band at 461.23 cm-1 was visible in the spectra. 

The considerable absorption ranges from 3250 cm-1 to 3700 cm-1 and is 

accompanied by in-plane deformations at 1395.43 cm-1. The exterior 
morphology of TiO2 was investigated using FESEM images, as shown in 

Figures 4(a) and 4(b). The TiO2 nanoparticle FESEM study was performed at 

the Central Analytical Laboratory of BITs- Pilani Hyderabad, India. FESEM 
pictures of TiO2 nanoparticles were taken at magnifications of 65,000x and 

20,000x. The HRTEM investigation was done utilizing JEOL: JEM 2100F, 

FEG TEM 200 kV TEM, with an ultra-thin Oxford Instruments EDS window 
system for a closer look. HRTEM images of TiO2 nanoparticles are shown in 

Figures 4(c) and 4(d). TiO2 nanofluid is shown clustered in these images, and 

the image shows TiO2 nanoparticles to be round with a smooth surface and a 
mean particle size of 20 nm. 
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Figure 3: FTIR spectrum of  TiO2 nanoparticles 

                                    

    
         (a)                (b) 

 

     
        (c)                 (d) 

 
Figure 4: (a) FESEM images at; (a) 1µm, and (b) 5µm. HRTEM images at; 

(c) 50 nm, and (d) 100 nm 
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Results and Discussions 
 

Combustion parameters 
 
Cylinder pressure 
The actual work output derived from the heat energy produced by the 

combustion fuel is represented in terms of pressure rise during a power stroke 
in a cycle defined by the engine combustion chamber. The CP of a CI engine 

is affected by fuel parameters such as viscosity, atomization and evaporation, 

air-fuel mixture reaction rate, ID duration, and the fuel burned during the 
premixed combustion stage [22]. Figure 5 displays the variations in cylinder 

pressure as a function of crank angle for diesel, B20, and B20 nano blends such 

as B20T40, B20T80, and B20T120 at maximum power output conditions. 
As the surface-modified TiO2 nano additives were scattered in the B20 

blend, the CP was found to be improved much more. Because of the enhanced 

thermal conductivity of TiO2 nanoparticles and the presence of oxygen in TiO2, 
all of the fuel samples dispersed with TiO2 nanoparticles demonstrated a 

significant increase in CP [22]-[23]. Furthermore, the TiO2 nano 

additive's ability to enhance heat evenly throughout the ignition cycle is 
responsible for this improvement. Because the addition of nanoparticles in 

liquid fuels provides an enormous ability for combustion initiation, another 

key reason for CP improvement was increased heat transfer from 
TiO2 nanoparticles to fuel owing to the surface area to volume ratio [23]. 

Furthermore, dispersion stability improves combustion and mass 

transportation characteristics, facilitating consistent and controlled 
combustion in the third phase of the combustion zone. Because of the presence 

of unburned nanoparticles, the flame lasted longer [22]-[23]. As a result, 

dispersion plays a vital role in retaining the nanoparticle in the liquid fuel for 
an extended period, hence improving combustion. The highest CP for B20T80, 

B20T120, and B20T40 was 50.32 bar, 49.72 bar, and 46.33 bar, respectively. 

According to Figure 5, B20T80 has a higher peak value of CP than B20. 
Similar findings were observed in various investigations [24]-[25]. 

 

Net heat release rate 
Figure 6 displays the heat release rates for several fuel blends at maximum 

braking power vs. crank angle. Since B20 fuel has a shorter ID period, less 

quantity of fuel burns in the premixed zone, leading to a reduced HRR. The 
heat release rate was improved much further when surface-modified TiO2 

nanoparticles were introduced to the B20. The NHRR increased significantly 

when B20 was blended with surface-modified TiO2 nano additives. This was 
attributable to the catalytic reaction activity of TiO2 nanoparticles and 

increased convective heat transfer from nanoparticle to liquid fuel [23]. 

Increased ignition properties contribute to increased heat release [22]. 
Furthermore, by keeping the nanoparticle stable in the liquid, the dispersant 
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resulted in an increasing rate of combustion [23]. The additive-based B20 
produced the most heat energy. B20T80 has the highest heat release rate of 

50.32 J/degree compared to all the test fuel blends. Furthermore, the heat 

release rate of B20T120 and B20T40 was 49.72 J/degree and 46.33 J/degree, 
respectively, which were greater than diesel and B20. Similar findings were 

obtained in several papers [24], [26]. 

 

 
 

Figure 5: Cylinder pressure vs. crank angle (degree) 

 

 
 

Figure 6: Heat release rate vs. crank angle (degree) 
 

Engine performance 
 
Brake Thermal Efficiency (BTE) 
The influence of BTE concerning loads for various fuel samples is depicted in 

Figure 7. BTE is higher for all dispersed nano additives in B20 samples. The 
increase in BTE for all nano blends is due to the nanoparticle's high surface 
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energy and catalytic effect [8]. Furthermore, the greater surface-to-volume 
ratio of nano additives facilitates better evaporation and results in higher BTE 

[27]-[28]. Reduced BTE was obtained for B20 due to improper A/F ratio, 

lower calorific value, poor volatility, higher viscosity, and low combustion 
efficiency [29]-[30]. Maximum BTE produced was 28.45%, 29.57%, and 

29.24% for B20T40, B20T80, and B20T120 blends. BTE was improved by 

9.76% for the B20T80 sample. The results were correlated with previous 
findings [26], [31].  

 

 
 

Figure 7: Variation of BTE for various samples concerning various loads 

 

Brake-specific fuel consumption (BSFC) 
The effect of BSFC for prepared samples vs. loads is illustrated in Figure 8. 

BSFC values represent the rate of fuel required as per the load requirements. 

The figure describes that the BSFC is higher for the B20 blend, which is 
attributed to the higher viscosity and reduced calorific value [27], [32]-[33]. 

BSFC was observed to be less for all nano additive blends due to the higher 

surface-to-volume ratio and catalytic action, thus facilitating an effective 
combustion process and resulting in less BSFC [30]. The reduction in BSFC 

was 0.43, 0.39, and 0.42 kg/kWh for B20T40, B20T80, and B20T120 samples, 

respectively. The maximum reduction in BSFC was 15.2% at full load for the 
B20T80 sample.  

 

Emission characteristics 
 

Carbon monoxide emissions 
The variation of CO pollutants at different loads is illustrated in Figure 9. An 
incomplete oxidation process tends to form CO pollutants. The Highest CO 

emission was observed for diesel fuel, and lower values were observed for all 
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nano fuel samples. The reduction in CO emissions for nano additive blends 
was owing to the increased surface area and improved heat transfer rate with 

the catalytic activity of TiO2 nanoparticles that facilitates reduced ignition 

delay and improved combustion process [34]-[35]. The maximum reduction of 
CO emissions was 15.2% for the B20T80 fuel blend at full load condition. 

These findings were found to be similar to the literature [28], [35].  

 

 
 

Figure 8: Variation of BTE for various samples for various loads 

 

 
 

Figure 9: The variation of CO emissions vs. load (%) 

 
Hydrocarbon emissions 
The variation of HC emissions for various fuel samples is illustrated in Figure 

10. It is found from the figure that sample B20 represents the highest HC 
emissions, which is attributed to a lower calorific value and greater value of 
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viscosity. HC emissions of nano fuel samples were reduced compared to diesel 
values. Decreased values were attributed to additional amounts of oxygen in 

nano additives, and improving physiochemical properties, thus improving the 

combustion process [36]-[37]. The HC emissions were decreased by 4.06%, 
11.10%, and 5.31% for B20T40, B20T80, and B20T120 fuel blends, 

respectively, at full loads. 

 

.  

 

Figure 10: The variation of HC emissions vs. concerning load (%) 
 

Nitrogen oxide emissions 
The variation of NOx emissions vs. loads is illustrated in Figure 11. NOx 
emissions are formed due to the higher temperature of the engine cylinder. The 

oxides of nitrogen were found to be greater for the B20 blend, while the TiO2 

dispersed fuel blends reduced NOx values at all loads due to the increased 
surface area to volume ratio and increased heat transfer rate of B20 [9]. The 

viscosity of B20 is improved by 5.13% compared to nano additive blends. 

Hence, the fuel blends take less time to form fuel droplets, atomize and 
combine with the hot surrounding air, which results in better combustion and 

reduced NOx emissions [38]-[39]. Nevertheless, the addition of TiO2 additives 

improves thermal conductivity and decreases the ignition lag period [40]-[41]. 
The maximum reduction in NOx values were 2.07%, 9.06%, and 5% for 

B20T40, B20T80, and B20T120 blends, respectively 
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Figure 11: The variation of NOx emissions vs. concerning load (%) 

 

 

Conclusions 
 

The biodiesel was synthesized from tamarind seed oil in the proposed 
investigation, and its performance, combustion, and emission characteristics 

were examined with the inclusion of TiO2 nano additions at varied 

concentration levels of 40, 80, and 120 ppm. The dispersion of TiO2 
nanoparticles was found to be well stable at the nano additives to the surfactant 

ratio of 1:4. The prepared blends were tested for physicochemical properties 

and found the properties were within ASTM standard limits. Engine operating 
characteristics were found with the prepared fuel samples at a speed of 1500 

rpm and under varying loads. The maximum BTE, HRR, and CP were 

observed by 9.76%, 50.32 J/degree, and 50.32 bar and the reduction of BSFC, 
CO, HC, and NOx were observed to be 15.2%, 15.2%, 11.10%, and 9.06%, 

respectively for the B20T80 sample compared to the B20. According to the 

results and discussions, it is concluded that the inclusion of TiO2 nanoparticles 
in the B20 blend (B20T80) improved overall engine characteristics and 

suggested use as a substitute for CI engines. 
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ABSTRACT 

Efficient thermal management is essential for the optimal performance and 

durability of the Proton Exchange Membrane Fuel Cell (PEMFC). However, 
the conventional passive cooling methods require a larger heat exchanger for 

better heat dissipation. Alternatively, nanofluids as a coolant have gained 

attention recently due to their enhanced heat transfer properties. This 
investigation aims to evaluate the thermal performance of hybrid nanofluids 

in a distributor type of PEMFC cooling plate. In this investigation, 0.5% 

volume concentration of mono Al2O3, mono SiO2 nanofluids, and hybrid 
Al2O3:SiO2 nanofluids with a mixture ratio of 10:90, 30:70, 50:50, and 70:30 

in 60:40 W:EG were investigated. The cooling plate was modelled and a fixed 

heat flux of 6500 w/m2 was applied to replicate the actual working parameter 
of PEMFC. The study shows that the heat transfer coefficient was improved by 

61% in 10:90 hybrid nanofluids of Al2O3:SiO2 in W:EG in comparison to the 

base fluid. Meanwhile, the accompanied pressure drops in 10:90 hybrid 
nanofluids of Al2O3:SiO2 in W:EG show a reduction up to 4.38 times lower as 

compared to single Al2O3 nanofluids at Re 1800. This is advantageous since it 

will reduce the parasitic loss related to the PEM fuel cell. 

Keywords: Hybrid Nanofluids; Heat Transfer Enhancement; Pressure Drop; 

PEMFC 
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Introduction 
 

The urge for a reduction in dependency on fossil fuel sources has become a 

global direction nowadays. The depletion of fossil fuel and the carbon footprint 
increment has driven the direction for a renewable energy source. Hence, there 

is a rising trend in the adoption of alternative energy to replace current 

conventional internal combustion engines (ICE) with renewable energy 
sources as outlined by the government plan [1]. Among the potential 

candidates of renewable energy in the primary energy mix is hydrogen, H2. A 

fuel cell is a device that generates electrical energy from the reaction of 
hydrogen and oxygen via an electrochemical reaction [2]. PEM fuel cells are 

advantageous because of their high power density, rapid startup, and dynamic 

load response [3]. The lower operating temperature of PEM fuel cells which is 

in the range of 60 C to 80 C has attracted researchers in various applications 

including automotive, small-scale stationary power generation, and portable 

power applications [4]. Its higher efficiency of 60% as compared to 20% to 
30% in internal combustion engines has also added value to the PEM fuel cell 

[5].  

However, despite the advantages, the PEM fuel cell comes with one 
critical flaw. PEM fuel cell operates at low temperature which is at 60 °C to 

80 °C provides a low driving force to remove excessive heat out of the system. 

This in turn will cause the accumulation of heat in the system that will affect 
the hydration of the most critical part of the PEM fuel cell which is the 

membrane electrodes assembly (MEA). An efficient heat transfer is crucially 

needed in PEM fuel cells to maintain the optimum condition of the membrane 
thus ensuring its optimal performance [3]. 

There are various heat removal methods for PEM fuel cells such as 

adaptation of larger heat exchangers and improvement in MEA material. 
However, these methods increase the existing cost and require a bigger 

package for the cooling system [6]-[8]. Yong et al. [9] reviewed cooling 

strategies for a large-scale PEM fuel cell while Liu et al. [10] discovered phase 
change cooling coupled with waste heat recovery for PEM fuel cell. In addition 

to that, passive cooling is also explored that enhances the coolant thermal-

physical properties termed nanofluids. This passive cooling is doable for 
adoption in a liquid-cooled PEM fuel cell with the possibility of heat exchanger 

size reduction [11]. 

Nanofluid base fluids containing a dispersion of nano-sized particles 
have been shown to improve cooling liquids' thermal conductivity [12]. There 

are several studies done by researchers on the capability of nanofluids in 

increasing thermal conductivity namely Islam et al. [13] who mentioned that 
type and concentration of nanoparticles in nanofluids is the main factor that 

determines the thermal conductivity of nanofluids. An experimental work by 

Zakaria et al. [14]-[15] reported that there is an improvement of thermal and 
electrical conductivity up to 12.8% and 14.3%, respectively with the adoption 
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of Al2O3 nanofluids as compared to water as the base fluid. In addition to that, 
numerical work performed by Zakaria et al. [16] mentioned that Al2O3 

nanofluids in her study have intensified the heat transfer up to 37% as 

compared to the base fluid. An experimental study by Khalid et al. [17] also 
reported an increase in thermal conductivity of up to 4.19% and 1.42% for 

Al2O3 and SiO2, respectively, as compared to the water. However, the 

implementation of nanofluids as a coolant comes with a penalty of higher 
pressure drop due to its high viscosity value as compared to the base fluid 

which eventually required higher pumping power to force the coolant around 

the cooling circuit [18]. 
The nanofluids study has progressed from mono nanofluids to hybrid 

and eventually ternary nanofluids, which further improve the thermo-physical 

properties of the base fluid [19]. The nanofluids are prepared either from single 
or two-step methods where two or more nanoparticles were dispersed in a base 

fluid. Esfe and Afrand [20] reviewed that hybrid nanofluids enhance thermal 

conductivity better than mono nanofluids. However, this was further 
investigated by Khalid et al. [21], using Al2O3 and SiO2 hybrid nanofluids in 

PEM fuel cells. The study reported that hybrid nanofluids increase thermal 

conductivity up to 51.9% but only at certain mixture ratios. In the hybrid 
Al2O3: SiO2 water study, a lower ratio of Al2O3 is preferred since it enhances 

the heat transfer as compared to single nanofluids but not at the higher mixture 

ratio of Al2O3. Experimental work by Sahid et al. [22] on TiO2:ZnO 
nanoparticles concluded that thermal conductivity increased as the volume 

concentration increased. A numerical study on hybrid nanofluids was also 

conducted by Idris et al. [23] for 10:90 and 50:50 ratios of hybrid Al₂O₃:SiO₂ 
nanofluid in water base fluid and concluded that the most feasible fluid is 

hybrid 10:90 Al₂O₃:SiO₂ nanofluids base on heat transfer and pressure drop 

effect. 
In liquid-cooled PEM fuel cells, there are several types of cooling plates 

such as parallel, serpentine, and distributor type as reported by Ramos-

Alvarado et al. [24]. The findings suggested that distributor type is the most 
recommended design for liquid-cooled because it achieved outstanding flow 

consistency while maintaining a remarkably low-pressure loss. In the designs 

of cooling plates in PEM fuel cells, mini channels were adopted as they 
allowed a closed-packed stack with higher heat transfer rates and lower cell 

temperatures. However, for the adoption of nanofluids in mini channels, there 

are some concerns about the additional pumping power requirement to be 
weighed out with the enhancement in heat transfer [25]. Apart from this, 

possible leakage of current produced needs to also be monitored as 

demonstrated by Zakaria et al. [7], [26] due to the strict limit of electrical 

conductivity which is 5 S/cm2 permissible for PEM fuel cell [27]. 

The effect of Al₂O₃:SiO₂ nanofluids in water has been studied 

previously in distributor cooling plates [28]. Al₂O₃ and SiO2 are preferred due 
to the vast availability of the nanoparticles in the current market. The stability 
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of this hybrid combination is also proven to be excellent and suitable for a 
closed-loop cooling circuit application [29]. However, no study has been 

reported on Al₂O₃:SiO₂ hybrid nanofluids in a mixture of water:Ethylene 

Glycol (60:40) which is commonly used in automotive as a coolant. In this 
work, a distributor cooling plate was modelled and heated up by a constant 

heat flux of 6500  W/m2 to replicate the heat generation during the reaction in 

actual PEM fuel cell operation [6]. The performance of the hybrid Al2O3:SiO2 
nanofluids in terms of heat transfer enhancement and pressure drop against 

base fluid, single 0.5% Al2O3 nanofluids, and single 0.5% SiO2 nanofluids in 

distributor cooling plate of PEMFC was observed. This study is essential as it 
will cover a wider range of base fluids studied for hybrid Al2O3:SiO2 

nanofluids. The application of cooling plates is not restricted to PEM fuel cells 

alone, it can be adopted in any type of cooling application such as electronics 
heat sinks as well. 

 

 

Methodology  
 

Thermo-physical properties  
The properties of nanofluids used in this study were experimentally measured 

using a KD2 Pro Thermal analyser for thermal conductivity and Brookfield 

Rheometer for dynamic viscosity. In addition to that, the density of mono 
nanofluids and hybrid nanofluids was calculated using Equation (1) and 

Equation (2) while specific heat for mono nanofluids and hybrid nanofluids 

was estimated from Equation (3) and Equation (4) as listed below [30]: 
 

𝜌𝑛𝑓 = (1 − ∅)𝜌𝑛𝑓 + ∅𝜌𝑝 

 

(1) 

𝜌ℎ𝑛𝑓 = (1 − ∅)𝜌𝑓 + ∅𝑝1
𝜌𝑝1

+∅𝑝2
𝜌𝑝2

 

 
(2) 

𝐶𝑝 =
(1 − ∅)𝜌𝑓𝐶𝑓 + ∅𝜌𝑝𝐶𝑃

𝜌𝑛𝑓

 

 

(3) 

𝐶𝑝 =
(1 − ∅)𝜌𝑓𝐶𝑓 + ∅𝑝1

𝜌𝑝1
𝐶𝑃1

+∅𝑝2
𝜌𝑝2

𝐶𝑃2

𝜌ℎ𝑛𝑓

 
(4) 

 

where ∅ refers to particle volume fraction and subscripts f, p1, p2, nf, and hnf 

refer to base fluid (water:EG), first nanoparticle (Al2O3) second nanoparticle 
(SiO2), nanofluids, and hybrid nanofluids. All properties of nanoparticles and 

base fluid used are listed in Table 1. 

The thermal conductivity of the nanofluids was measured using the 
KD2 Pro thermal property analyser from Decagon Devices Inc., the United 
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States. Meanwhile, the dynamic viscosity measurement was performed using 
Brookfield LVDV-III Ultra Rheometer as shown in Figure 1. 

 

Table 1: Properties of the base fluid and nanoparticles used in the study 
 

Fluid name 
Density ρ, 

(kg/m3) 

Specific  

heat Cp, 

(J/kg.K) 

Thermal  

conductivity  

k, (W/m.K) 

Viscosity 

μ, 

(Pa.s) 

Ref. 

W:EG (60:40) 1056.7 3419.8 0.4096 0.002400 [31]-[32] 
Al2O3 1071.4 3440.9 0.412 0.003500 [23] 
SiO2 1062.5 3463.1 0.411 0.003200 [30], [33] 

 

    
     (a)    (b) 
 

Figure 1: (a) KD2 Pro thermal property analyser, and (b) Brookfield LVDV-

III Ultra Rheometer 
 

Modeling and simulation of PEM fuel cell cooling plate 
The geometry of the cooling plate was designed using CATIA V5R20 software 
where the heater pad and the fluid flow model were also attached to the PEM 

fuel cell cooling plate. The model is an assembly of the distributor cooling 
plate, attached to a heater pad as shown in Figure 2 while the channel’s cross-

sectional detailed dimensions are shown in Figure 3 and Table 2. The cooling 

plate was modelled as a carbon graphite cooling plate. The bottom surface of 
the plate was subjected to a fixed temperature of 343 K with a constant heat 

flux of 6500 w/m2. The silicon heater pad was used to replicate the real 

application of the PEM fuel cell. The heat generated was conducted through 
the graphite cooling plate and rejected to the moving fluid that passes through 

the mini channel. The circulation of cooling fluid is performed through close-

loop forced convection. 
Several assumptions were made to simplify the simulation [28] as 

follows: 
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i. Viscous dissipation was disregarded, and fluid properties remain 
constant.  

ii. The flow was in a steady state, laminar, and incompressible. 

iii. The impact of body force was disregarded. 
iv. The resulting combination can be thought of as a typical single phase, 

and both the fluid phase and the nanoparticles had zero relative velocities 

while in thermal equilibrium. 
v. Laminar flow was assumed in this mini-channel analysis as being 

practiced by other mini-channel researchers in their studies [34]-[35]. 

Based on the assumptions made beforehand, the governing equations used in 
this study were as follows [23]: 

Continuity equation:  

∇. (𝜌𝑛𝑓. 𝑉𝑚) = 0 (5) 

Momentum equation:   

∇. (𝜌𝑛𝑓. 𝑉𝑚. 𝑉𝑀) = −∇𝑃 + ∇. (𝜇𝑛𝑓 . ∇𝑉𝑚) (6) 

Cooling fluid’s Energy equation:  

∇. (𝜌𝑛𝑓. 𝐶. 𝑉𝑚. 𝑇) = ∇. (𝑘𝑛𝑓 . ∇𝑇) (7) 

Heat conduction through graphite cooling plate:   

0 = ∇. (𝑘𝑠. ∇𝑇𝑠) (8) 

No slip boundary at the wall:   

𝑉⃗ = 0(at walls) (9) 

The boundary condition at the inlet of the plate is assumed as;  

𝑉⃗ = 0(at walls) (10) 

P = standard atmospheric pressure at outlet (11) 

−knf. ∇T = q"(at bottom of mini channel) (12) 

−knf. ∇T = 0 (at top of mini channel) (13) 

 
Grid independence test  
The distributor-typed cooling plate was initially meshed for the simulation 

work as shown in Figure 4. The grid independence test was performed to 
optimize the selection of meshing element requirements. The optimized 

meshing element selected for simulation is 2731324 as shown in Figure 5. In 

this figure, average plate temperature was observed as it is one of the critical 
data gained from the simulation. It was noticed that the average plate 

temperature started to get constant at 2731324 meshing elements and it 

continued to remain constant until the value of 3061419 meshing elements. 
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Therefore, the optimized meshing element of 2731324 was chosen for the 
complete simulation work. Lower meshing elements than this will cause 

inaccurate results meanwhile higher meshing elements will increase the 

simulation lead time but still arrive at the same result accuracy [7], [36].  
 

 
 

Figure 2: Distributor cooling plate of PEM fuel cell in isometric view  
 

 
 

Figure 3: Cross section on the channel in the distributor cooling plate  
 

Table 2: Detailed dimensions of the channel in the distributor cooling plate  

 

Parameter Diameter (mm) 

𝑊𝑓𝑖𝑛 1 

𝑊𝑐 4 

W 148 

L 112 

𝐻𝑐 1 

𝐻𝑏 3 

 

 

Wfin 

Wc 

Hc 

Hb 

W 
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Figure 4: Meshing of distributor typed cooling plate of PEM fuel cell 

 

Mathematical model 
The heat transfer coefficient of the hybrid Al2O3:SiO2 nanofluids and Nusselt 

number were calculated using Equation (14) and Equation (15), respectively. 

The average heat transfer coefficient. have and Nuave calculation adopted the 
same mathematical equation as practiced by other researchers in this field [7], 

[37]-[38]. 

 

ℎ𝑎𝑣𝑒 = 
𝑞̇

(𝑇𝑎𝑣𝑔𝑝𝑙𝑎𝑡𝑒 − 𝑇𝑎𝑣𝑔𝑓𝑙𝑢𝑖𝑑)
 

 

(14) 

𝑁𝑢𝑎𝑣𝑒 = 
ℎ𝐷𝑖

𝑘𝑛𝑓

 
(15) 

 

The fluid flow parameter was calculated from the pressure drop and 

pumping power values. The pressure difference between the inlet and outlet 
flow was calculated using Equation (16) while the pumping power was 

calculated from Equation (17) [7]. 

 

∆𝑃 =   𝑃𝑖 − 𝑃𝑜 

 

(16) 

𝑊𝑝𝑢𝑚𝑝 = 𝑉̇∆𝑃 (17) 

 

where 𝑞̇, 𝑃i, 𝑃o, Di, and 𝑉̇ was referred to as heat flux, inlet pressure, outlet 

pressure, inlet diameter, and volume flow rate. 
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Results and Discussion 
 

Thermo-physical properties 
The experimentally measured critical thermos-physical properties of hybrid 
Al2O3:SiO2 nanofluids at various mixture ratios at ambient room temperature 

of 30 C are shown in Table 3. It is shown that the highest thermal conductivity 

of hybrid Al2O3:SiO2 nanofluids is at 10:90 (Al2O3:SiO2) with 0.432 W/m.K 
which was equivalent to 4.85% improvement as compared to its base fluid of 

60:40 water:EG. This was then followed by 30:70 and 50:50 mixture ratios 

accordingly. It was observed that the higher value of Al2O3 has resulted in a 
lower thermal conductivity value which agrees with the findings by Khalid et 

al. [21]. 

Meanwhile, dynamic viscosity values show the highest value 
experienced by the 70:30 (Al2O3:SiO2) ratio while the lowest viscosity value 

is at 10:90 of the mixture ratio at 30 C. Other than thermal conductivity and 

dynamic viscosity, specific heat capacity and density were also determined 
prior to Ansys simulation analytically. 

 

Table 3: Thermo-physical properties of hybrid nanofluids used in the 
simulation 

 

Material: 

Al2O3:SiO2 in 
60:40 (W:EG) 

Density 

(kg/m3) 

Specific heat 

capacity 
(J/kg.K) 

Thermal 

conductivity 
(W/m.K) 

Viscosity 

(Pa.s) 

10:90 1063.422 3460.820 0.432 0.002826 
30:70 1065.202 3456.368 0.428 0.002900 
50:50 1066.982 3451.930 0.418 0.003039 
70:30 1068.762 3447.507 0.413 0.004624 

 
Validation of the simulation  
Validation work to ensure the accuracy of the simulation data against 
established data published in the literature review was executed before the full 

simulation work. The distributor cooling plates simulation was validated 

against the work of Zakaria et al. [39] which used a similar base fluid of 
water:EG (60:40) mixture. There was a deviation range of 0.08% to 6.39% 

observed as compared to the established work as depicted in Figure 5. The 

small deviation showed that the parameters used in the simulation were 
accurate and fit for further analysis.  
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Figure 5: Validation of simulation data with published experimental work 

[39] 

 
Effect on heat transfer  
 

Average plate temperature 
The initial data recorded in the effect of heat transfer is the cooling plate’s 

temperature. Different types of cooling fluids passing through the cooling 

channel will result in different average temperatures as shown in Figure 6. The 
increment in the fluid flow rate also affected the plate temperature. As shown 

in Figure 6, the temperature of the plate depreciated as the Re number 

increased. This is a known relationship due to better cooling performance 
achieved at nanofluids’ higher flow rate [8]. At Re 1800, 10:90 (Al₂O₃:SiO₂) 

hybrid nanofluids demonstrated the lowest plate temperature with a 1.5% 

reduction over water:EG mixture. This was subsequently followed by 30:70, 
70:30, and 50:50 (Al₂O₃:SiO₂) hybrid nanofluids with 1.37%, 1.36%, and 

1.20%, respectively as compared to the base fluid. Both mono nanofluids of 

Al₂O₃ and SiO2 had the least reduction with 1.11% and 0.72%, respectively in 
comparison to the base fluid’s plate temperature. The outstanding 

improvement in hybrid nanofluids' thermal conductivity has resulted in the 

improvement in the cooling plate temperature reduction in comparison to the 
base fluid. It was also noticed that the smaller ratio content of Al₂O₃ in a 

specific Al₂O₃:SiO₂ mixture of hybrid nanofluids has resulted in a better 

temperature of distributor cooling plate. The thermal conductivity value of the 
smaller fraction of Al₂O₃ ratio in Al₂O₃:SiO₂ hybrid nanofluids has shown 

higher values as compared to a higher fraction of Al₂O₃ as reported by Khalid 

et al. [22] as his novel findings. 
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Figure 6: Effect of distributor cooling plate temperature with hybrid 

Al₂O₃:SiO₂ nanofluids, mono nanofluids, and base fluid of water:EG 

 
Temperature contour  
The effect of improvement in heat transfer was visualized graphically through 

the dispersion of plate temperature of base fluid W:EG, mono Al2O3 
nanofluids, mono SiO2 nanofluids, and four different ratios of hybrid 

Al2O3:SiO2 nanofluids across the distributor typed cooling plate as depicted in 

Figure 7. The temperature contour was observed at the same Re 1800 for all 
working cooling fluids. It was observed that there was a reduction of hot spot 

area in cooling plates in single and hybrid Al2O3:SiO2 nanofluids in 

comparison to base fluid. This might be due to lower cooling plate temperature 
contributed by the higher value of thermal conductivity of fluids flowing inside 

the plate. Higher thermal conductivity value of fluids resulting better heat 

transfer thus minimizing the hot spot area. The plate temperature reduction is 
also observed in single and hybrid Al2O3:SiO2 nanofluids cooling plates.  

 

Heat transfer coefficient 
The cooling plate temperature reduction serves as a basis for further 

investigation on the improvement of heat transfer due to the hybrid Al2O3:SiO2 

nanofluids. The improvement of heat transfer coefficients for the distributor-
typed cooling plate is shown in Figure 8. Overall, nanofluids' heat transfer 

coefficient significantly increased in hybrid nanofluids in comparison to 

water:EG base fluid. The linear increment of the heat transfer coefficient was 
also observed as the Re number was increased. The hybrid 10:90 (Al2O3: SiO2) 

nanofluids gave the highest enhancement with 61.36% enhancement in 

comparison to the base fluid, recorded at Re 1800. The trend was subsequently 
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followed by 30:70 (Al2O3:SiO2), 50:50, and 70:30 hybrid nanofluids with 
50.79%, 43.46%, and 38.58% enhancement, respectively. The lower 

percentage concentration of Al2O3 nanofluids in the hybrid nanofluids ratio 

showed better heat transfer performance since these ratios have better thermal 
conductivity value than higher ratios of Al2O3 nanofluids which is aligned with 

the highlights by Khalid et. al [21]. Meanwhile, the performance of its mono 

Al2O3 nanofluids and SiO2 nanofluids have shown slightly smaller 
improvement of 6.73% and 3.61% enhancement, respectively in comparison 

to base fluid at Re 1800. A smaller increment was noticed in mono nanofluids 

as compared to hybrid nanofluids due to a smaller enhancement in the thermal 
conductivity of mono nanofluids and base fluid as compared to hybrid 

nanofluids studied [21], [30]. A similar effect of Re number increment was 

also noticed in the heat transfer coefficient value as well. The heat transfer 
coefficient increased linearly as the flowrate was increased.  

 

 
 

Figure 7: Distributor typed cooling plate’s temperature contour  

 

Nusselt number 
The non-dimensionalized Nusselt (Nu) number was presented to show the heat 

transfer enhancement. The Nu number has shown a linear increment with 

regards to the increment in the Re number as expected. This was presented in 
Figure 9. The 10:90 (Al2O3:SiO2) hybrid nanofluids showed with highest 

Nusselt number and subsequently followed by 30:70 (Al2O3:SiO2), 50:50, and 

70:30 hybrid nanofluids. There was also an increase in the Nu number of mono 
nanofluids of Al2O3 and SiO2 nanofluids, but the increment was not as 

significant as the hybrid Al2O3:SiO2 gave. The highest Nu number was shown 

by a 10:90 ratio which indicated that the 10:90 (Al2O3:SiO2) has a greater 
convective heat transfer effect across the boundary as compared to the 

conductive heat transfer effect [40]. The 0.5 vol% concentration of hybrid 

Al2O3:SiO2 in water:EG mixture enhanced the Nu number by up to 61.36% 
due to the increment in the convective heat transfer characteristic over 

conductive heat transfer. 
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Figure 8:  Performance of heat transfer coefficient in hybrid Al₂O₃:SiO₂ 

nanofluids, mono nanofluids, and base fluid of water:EG in distributor 

cooling plate 
 

 
 

Figure 9: Distributor cooling plate Nusselt number against Re number 
 

Fluid flow behaviour 
As for fluid flow behaviour of hybrid Al₂O₃:SiO₂ nanofluids, mono nanofluids, 
and base fluid, pressure drop was recorded and translated to the pumping 

power effect. 
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Pressure drop  
The pressure drop measures the difference in pressure readings between the 

plate’s inlet and outlet. This was recorded to investigate the effect of hybrid 

nanofluids on the additional fluid flow required. The pressure drop readings 
are shown in Figure 10. Higher pressure drop was predicted as the hybrid 

nanofluids have higher dynamic viscosity and density in comparison to the 

base fluid. Moreover, the distributor plate's geometry which has sharp bends 
and narrow channels has made the liquid harder to circulate around the plate. 

The highest-pressure drop was shown by mono Al2O3 nanofluids which is 3 

times higher followed by the mono SiO2 nanofluids of twice higher than the 
base fluid respectively at Re 1800. The 70:30 (Al2O3:SiO2) was second with 

128.18% and then followed by 50:50, 30:70, and 10:90 hybrid nanofluids with 

115.24 %, 91.92%, and 82.13%, respectively. The result of the 10:90 mixture 
ratio has shown the lowest pressure drop in comparison to other mixture ratios 

of hybrid nanofluids which is favourable to the application. This is an 

interesting finding as 10:90 (Al2O3:SiO2) hybrid nanofluids showed to be the 
most potential candidate for PEM fuel cell cooling fluid due to its highest heat 

transfer enhancement but also the least impactful to the pressure drop penalty. 

This was due to its lower viscosity value as compared to other mixture ratios 
of hybrid nanofluids which has impacted such higher pressure drop [30]. This 

matched well with the outcomes of Khalid et al. [14] who also reported that 

the 10:90 ratio in water has a minimal effect on pressure drop but at a 
preferrable heat transfer improvement in comparison to others. 

 

 
 

Figure 10:  Comparison of pressure drop in hybrid Al₂O₃:SiO₂ nanofluids 

with respect to other fluids in distributor cooling plate 
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Pumping power 
The effect of the pressure difference between the outlet and inlet of the fluid 

was then translated to the increase in power needed to circulate the hybrid 

cooling fluids around the cooling system. Figure 11 shows the increase in 
pumping power with the implementation of hybrid cooling fluids. As the base 

fluid has lower density and viscosity values, these have resulted in lower 

pressure drop as compared to both hybrid nanofluids and single nanofluids. To 
cope with the additional pressure drop penalty, additional pumping power 

needs to be supplied to the hybrid nanofluid system. In the PEM fuel cell 

distributor cooling plate, mono Al₂O₃ nanofluids, a 70:30 ratio of hybrid 
nanofluids and mono SiO2 nanofluids required among the higher pumping 

power which was 6.73 W, 4.01 W, and 3.61 W, respectively in comparison to 

water:EG base fluid of 1.23 W at Re 1800. This was followed by hybrid 50:50, 
30:70, and finally 10:90 (Al2O3:SiO2) with 2.02 W, 1.55 W, and 1.34 W higher 

than W:EG (60:40), respectively. Nevertheless, the increase in pumping power 

required is considered low compared to the stack performance of at least 1 
kWe. 

 

 
 

Figure 11: Effect on pumping power requirement of hybrid Al₂O₃:SiO₂ 

nanofluids against single nanofluids and base fluid in distributor cooling 

plate  
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Conclusions 
 

In this simulation work, it was concluded that there was a heat transfer 

enhancement experienced with the adoption of hybrid Al2O3:SiO2 nanofluids 
mixture ratios of 10:90, 30:70, 50:50, and 70:30 in water: Ethylene Glycol 

(60:40) as a cooling fluid in PEMFC. There highest improvement was recorded 

with 61% enhancement in the convective heat transfer coefficient and Nusselt 
number with 10:90 Al2O3:SiO2 hybrid nanofluids in W:EG (60:40) as 

compared to its base fluid. However, the higher pressure drop analysis was 

also experienced with hybrid nanofluids adoption but interestingly the 10:90 
Al2O3:SiO2 hybrid nanofluids in W:EG (60:40) was favourable due to its 

capability of reducing the pressure drop effect by 4.38 times lower as 

compared to the single Al2O3 nanofluids. It was shown that 10:90 (Al2O3:SiO2) 
hybrid nanofluids have the most advantageous adoption compared to other 

candidates in terms of both heat transfer and pressure drop in the distributor 

cooling plate of the PEM fuel cell. 
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ABSTRACT 

Machining Carbon Fibre Reinforced Plastics (CFRPs) composites are 

typically accompanied by the appearance of machining damage which 
strongly impacts the structural integrity of composite parts during their 

service lives. Studying the correlation between machining damage and its 

affected factors has still been an open issue. Hence, it is necessary to do 
more research. This study focuses on investigating the influences of main 

process parameters and tool wear phenomenon in terms of machining length 

on the machining quality which was characterized by the surface roughness 
criterion, the ten-point max, Rz. A full factorial design of experiments was 

conducted including three levels of feed speed and two degrees of spindle 

speed. The results revealed that machining damage was mainly influenced by 
process parameters at a small machining distance, whereas at a longer 

machining distance, tool wear had a dominant effect on the machining 

quality than machining parameters. These findings could provide guidelines 
for selecting suitable machining parameters to enhance the machining 

quality of CFRP. 

Keywords: CFRPs; Machining Quality; Edge Milling; Cutting Condition; 

SEM 

Introduction 

In recent decades, CFRP composites have been widely accepted in several 
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important industries such as automotive, shipping, aircraft, and sports 

equipment because of their advantages including dimensional stability, high 
specific strength, and low density. Composite parts are frequently fabricated 

to near-net shapes to suit certain applications [1], but excess materials in the 

edge of moulded CFRP parts must be removed to get the required dimensions 
for assembly by secondary operations like milling, drilling and trimming 

processes [2]-[4]. There have been the fact machining processes of CFRP 

composites are frequently associated with the occurrence of machining 
defects in the machined surfaces [5]-[6] such as matrix cracking, matrix fibre 

interface debonding, matrix degradation, fibre pullout [7]-[9]. The induced 

machining defects may harmfully impact the machined surface integrity and 
the mechanical properties of CFRP structures during their service lives [5], 

[10]. For this reason, it is necessary to clearly know and suitably select the 

factors which influence the generation of defects, including machining 
parameters, tool geometries, and the wear phenomenon of cutting tools [11]-

[13].  

El-Ghaoui et al. [14] showed that the combination of high cutting 
speed and low feed speed induces better quality of machined surface when 

machining composite materials generates a smaller level of theoretical chip 

thickness or volume of cut materials, hence machining process is easy to 
perform. Similar results were also observed in the studies of other researchers 

[15]-[16]. However, other studies [17] revealed that machining at low feed 

speeds and high cutting speeds can result in severe defects due to the effects 
of tool wear. This finding is also identically documented in the study of 

Haddad et al. [18]. In machining CFRP laminates, because of the low thermal 

conductivity of the matrix component and the highly abrasive nature of 
carbon fibre, the contacting areas occur friction phenomenon making the 

cutting edge become quickly worn out. The evaluation of tool wear can be 

conducted by flank wear [19]-[21], and the radius of the cutting edge [22] or 
by machining length [23]. Almost studies in the literature have concluded 

that cutting speed and feed rate have strong influences on the generation of 

flank wear [21]-[24]. Elgnemi et al. [25] detailed that an increase in cutting 
speed or an increase in feed rate leads to augmenting the average tool wear. 

Moreover, feed rate has more impact on tool wear than that of cutting speed. 

This result is consistent with those documented by [26]. However, in the 
study of [27], the authors showed that cutting speed has a stronger impact on 

tool wear compared with those feed rates because cutting speed is the major 

factor influencing cutting temperatures.  
It is clear that there have been contradictory results on the 

machinability of composite materials given by researchers. Despite numerous 
recent studies on machining composites, it remains a challenging task due to 

the material behaviour depending on non-homogeneity, anisotropy, and 

diverse reinforcement and matrix properties. The responses between cutting 
tools and different workpiece materials can be completely different. 
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Therefore, results in an experimentally particular study are not always fully 

applicable to those of another specific study. In order to answer the gaps 
which, contain the ambiguity in the machining composite study, the impacts 

of machining parameters and tool wear on machining quality when carrying 

out edge trimming of CFRP composites were experimentally studied in this 
research. Average surface roughness was selected to characterize machining 

quality. Six new carbide-cutting tools with three-helix flutes were used for 

testing. A full experimental design showing the combinations between three 
levels of feed speed and two levels of spindle speed was used to investigate 

the impact of machining parameters on machining quality. The effects of tool 

wear on the machining quality were conducted based on the evolution of 
machining length.   

 

 

Experimental Procedure  
 

The specimens used in this study were fabricated by laminating P2352 

prepregs according to the stacking sequence of [90/90/-45/0/45/90/-

45/90/45/90]s, where each ply has a thickness of 0.26 mm. The total 

theoretical dimension of each plate is 300 x 300 x 5.2 mm. Before the milling 
test, each plate was cut into the size of 300 x 150 x 5.2 mm with the cutting 

direction along 150 mm length. The CFRP properties are further described in 

Table 1. A Mazak vertical centre smart 530C (Yamazaki Mazak Corporation, 
Japan) was utilized to perform the edge milling tests. Six cutting conditions 

were carried out, with the combination of three feed speeds Vf, (500 mm/min, 

1000 mm/min, and 1500 mm/min) and two spindle speeds N, (8000 rpm, and 
10000 rpm). All tests were performed without coolant (dry machining). Each 

cutting condition was carried out with the machining length of 3.0 m or 3000 

mm, and the feed direction parallel to the dimension of 150 mm of CFRP 
plate. This corresponds to twenty tool paths of the edge milling process (20 x 

150 mm=3000 mm). Six new carbide tools (three-helix flutes, 6 mm shank 

diameter, helix angle of 45°, rake angle of 11°, and clearance angle of 9° - 
Figure 1) were used in edge milling. The machined surface was unfixed and 

quantitatively evaluated by measuring surface roughness, Rz, and its average 
values were calculated by three measurements. A roughness tester namely SJ-

210 Mitutoyo (Mitutoyo Corporation, Japan) with a cut-off length of 0.8 mm 

and transverse length of 5.0 mm was employed to test the machining quality. 
The optical images of the cutting tool were taken by KEYENCE VHX-6000 

digital microscope to state the tool wear phenomenon (Figure 2). In order to 

quantify the state of machining damage induced, the microstructure of 
machined surfaces was investigated by Scanning Electron Microscope (SEM) 

referenced under “JEOL-JSM 5410 LV” (Figure 3). 
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Figure 1: Carbide milling cutter with three-helix cutting edges 
 

Table 1: Mechanical properties of P2352 prepreg 

 

 

 
 

Figure 2: Keyence VHX-6000 digital microscope 

 

 
 

Figure 3: SEM machine referenced under JEOL-JSM 5410 LV 

Density 
(g/cm3) 

Longitudinal 

shear 
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(GPa) 

Longitudinal 

Young’s 
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Compressive 

strength 

(MPa) 

Tensile 

strength 

(MPa) 

Poisson’s 
ratio 

2.63 6.21 162 1552 2844 0.34 
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Results and Discussion 
 
Analysis of induced defects observed in machined surface 
After machining, the microstructures of the machined surface were analysed 

by using SEM observation. Three positions of machining length (Lc) were 
considered for each cutting condition, e.g. Lc=15 cm, 150 cm, and 300 cm. 

Figure 4 presents SEM images of the machined surface obtained at a spindle 

speed of 8000 rpm and feed speed of 500 mm/min. The results indicated that 
there was no significant difference in machining defect levels between those 

at machining lengths of 15 cm and 150 cm where small levels of machining 

defects were visualized at the fibre direction of -45°. However, at a 

machining length of 300 cm, a higher level of machining damage in the form 

of craters or valleys sited at the fibre direction of -45° was observed when 

using the magnification of 400 µm. The dominant type of damage observed 
in this case was fibre pullout. The nature of fibre pullout is due to the fact 

that the advance of cutting edges causes the severe out-of-plane displacement 

and deformation of the fibres which generate the induced defects in the forms 
of fibre pullout, and delamination intralaminar shear along fibre–matrix 

interface [28]. The machining defects dominantly observed at the position of 

the fibre angle of -45° as previously mentioned are attributed to the chip 
formation [29]. Consequently, the machined surface at fibre locations of -45° 

was more irregular than that at other fibre locations [30].  It was observed 
that the worst quality of the machining surface was obtained at a longer 

distance when machining with a small feed speed. This is due to the increase 

in contact areas between the workpiece and the cutting edge, leading to a 
higher level of friction, higher machining temperatures and quicker wear of 

the cutting edge, accordingly [18]. Wang et al. [31] suggested that materials 

are pushed instead of being sheared at a short cutting distance, and trimming 
is more difficult due to wider contact between the cutting edge and the 

workpiece. In this case, the springs back caused by elastic recovery after the 

tool passer over are experimentally observed. The bouncing back region is 

twice bigger than the radius of the cutting edge in the fibre locations of -45°, 
resulting in rougher machined surfaces at longer machining lengths. This 

information was confirmed by the SEM images in Figure 5 which shows the 
wear process of cutting edge for different distance cutting with the same 

machining condition previously mentioned. The wear patterns of the tool in 

terms of the nose radius of the cutting edge were crucially influenced by the 
machining distance. Indeed, from Figures 5(a) and 5(b), after a machining 

distance of 1.5 m, the radius of the cutting edge was importantly modified, 

namely worn cutting edge, and bigger compared with that before machining 
(sharp cutting edge). Moreover, in this case, the microchips in the form of 

dust stuck in the rake face of the cutting edge were visualized. When the 

cutting distance reached 3.0 m, the modification of the cutting edge was a 
higher level, and more adhered chips in the rake face were also visualized. A 
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similar observation was also documented in the research of Haddad et al. 

[18]. They explained that the machining temperatures reached the glass 
transition temperature (Tg) of the matrix which favours the adhesion of the 

broken chips on the active surface of the tools. At higher cutting distances the 

bigger cutting edge radius led to an increase in temperatures. This was why 
more adhered chips were seen in Figure 5(c). 

 

 
 

Figure 4: Machining damage observed with a feed speed of 500 mm/min and 

spindle speed of 8000 rpm 

 

 

Figure 5. SEM images of cutting edges; (a) before machining and after 

machining distance of; (b) 1.5 m, and (c) 3.0 m for a spindle speed of 8000 
rpm with a feed speed of 500 mm/min 
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At the cutting condition of 1000 mm/min feed speed and 8000 rpm 

spindle speed, the results depicted in Figure 6 showed that the machining 
damage level was almost identical regardless of machining length. This was 

explained as the cutting length is small, i.e. the cutting tool can be considered 

as new, and the machining damage of the surface is mainly influenced by the 
theoretical thickness of the chip [32]. However, as the cutting length 

increases, the radius of the cutting edge also increases, and the wear of the 

cutting edge becomes more significant, which leads to a more difficult 
machining process [33]. This is the wear phenomenon of cutting tools.  
Nevertheless, the tool wear in this cutting condition was insignificant due to 

the short contacting time between the workpiece and the cutting edge, in 
comparison with the case of a feed speed of 500 mm/min. Consequently, the 

degree of machining defects increases slightly as the machining length 

increases [11]. The variation of machining damage level with machining 
length at a feed speed of 1500 mm/min was similar to that given by a feed 

speed of 1000 mm/min. These results are consistent with those documented 

by Nguyen-Dinh et al. [17]. Moreover, it was observed that the machined 
surface exhibited similar characteristics when the spindle speed increased to 

10000 rpm, regardless of the feed speed. Thus, the results obtained under this 

condition were not discussed in this text.  
   

 
 

 Figure 6: Machining damage observed with a feed speed of 1000 mm/min 

and spindle speed of 8000 rpm 
 

Influence of process parameters on the machining quality 
In this section, machining damage was quantitatively estimated to check 
machining quality by using ten-point mean (Rz) instead of using average 

surface roughness (Ra). This is according to the recommendations by the 

authors in the literature [11] where it was concluded that Rz is more 
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responsive to machining parameters than Ra and hence is more suitable for 

representing surface roughness of composite materials. Figure 7 shows the 
evolution of surface roughness as a function of machining parameters. The 

results showed that surface roughness decreases when feed speed varies from 

500 mm/min to 1000 mm/min, but increases when feed speed changes from 
1000 mm/min to 1500 mm/min. These tendencies were similarly observed in 

both cases of spindle speed. Regarding the first case, e.g. feed speed varies 

from 500 mm/min to 1000 mm/min, surface roughness (Rz) reduced from 
8.46 µm to 7.56 µm corresponding to the reduction of 10.7% for a spindle 

speed of 8000 rpm, while the per cent reduction by 23.3% was for a spindle 

speed of 10000 rpm. Considering the second case, i.e. feed speed varies from 
1000 mm/min to 1500 mm/min, it was noticed that surface roughness 

increased by 88.3% (from 7.56 µm to 14.24 µm) and by 63.9% (from 7.16 

µm to 11.73 µm) for spindle speed of 8000 rpm and 10000 rpm, respectively. 
Moreover, it was realized that the effect of spindle speed on the surface 

roughness in this was less profound, likely due to the selected range of 

sufficient spindle speed to generate the different machining damage levels 
[34]. 

 

 
 

Figure 7: Influences of machining parameters on ten-point mean (Rz) 

 

The results in Figure 7 can be interpreted that when the feed speed 
increases and/or the spindle speed decreases the theoretical thickness of the 

material to be cut also increases [2]. However, at low feed speed, tool wear 

increases rapidly [18], which makes the effect of cutting tool wear relatively 
more dominant than that of cutting condition on surface roughness [34]. This 

was why the surface roughness varies in opposite directions for the first and 

second branches of Figure 7. To be more specific, when the feed rate 
increased from 500 mm/min to 1000 mm/min, the surface roughness 
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decreased mainly due to the influence of wear. Conversely, in the remaining 

case, the surface roughness increases due to the important influence of the 
machining parameters (or chip thickness). The variations of surface 

roughness for the cutting condition are consistent with the variation of the 

degree of surface defects for the cutting mode, as presented in the previous 
part of this study. Notably, the results in this study differ from those reported 

by [2], [32] where the authors revealed that machining with low feed speed 

and high cutting speed can generate a good quality machining surface.  
 

Influence of radius cutting edge on the machining quality 
Figure 7 displays the average surface roughness values for each cutting 
condition. The values of the standard deviation were observed to be 

considerably high, with the highest value of 4.23 m given by the machining 

condition of spindle speed of 10000 rpm and feed speed of 500 mm/min. The 
reason is because of the large dispersion between the measured values at the 

20 tool paths of each cutting condition. In particular, it was seen that at the 

feed speed of 500 mm/min (in both cases of spindle speed), the standard 
deviation of the surface roughness was maximum. This was another clear 

reflection of wear on the surface quality of CFRP composite machining 

surfaces. The influence of wear in terms of machining length on surface 
roughness was able to see in Figure 8 for a spindle speed of 8000 rpm. The 

largest increase in roughness with the machining length was observed for a 

feed speed of 500 mm/min, increasing from 3.33 µm to 15.33 µm 
corresponding to 203.1%. Surface roughness increased with increasing in 

cutting distance by 62.2% and 61.7% for feed speeds of 1000 mm/min and 

1500 mm/min, respectively. This increase in surface roughness is due to an 
increase in the radius of the cutting edge, making the cutting process more 

difficult as presented in Figure 5 [31]. The cutting-edge radii could be 

measured by Keyence VHX-6000 Digital Microscope as shown in Figure 9. 
The increase of cutting-edge radii at two cutting distances of 15 cm and 300 

cm with a feed speed of 500 mm/min and spindle speed of 8000 rpm were 

shown in Figure 10. The results showed that at a cutting distance of 15 cm, 

the radius of the cutting edge is 9 m, while at a cutting distance of 300 cm, 

the one was 22 m. The dependence of surface roughness on machining 

length was similarly observed in the case of 10000 rpm spindle speed as 
shown in Figure 11. The highest augmentation of surface roughness with 

increasing cutting distance was observed at a feed speed of 500 mm/min. For 

example, surface roughness increases by 360.3% when cutting distance 
reaches 3.0 m at a feed speed of 500 mm/min, while the relative increases at a 

feed speed of 1000 mm/min and 1500 mm/min are 54.7% and 52.5%, 

respectively.   
The machining case with a feed speed of 500 mm/min exhibits the 

highest increase (360.3%) in surface roughness compared to other cutting 

conditions. Nguyen-Dinh et al. [33] explained that when machining with a 
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high spindle speed, if a spiral is developed, the contact surface between the 

tool and the workpiece is larger than at lower spindle speed. When combined 
with numerous contacts per unit time at low feed speeds, this results in 

increased friction and heat, leading to faster tool wear [11]. The wear rate of 

the cutting tool directly affects the quality of the machined surface, results in 
many types of defects, leading to the higher value of surface roughness. The 

cutting edge radius given by Keyence for this machining condition was 28 

m.  
 

 
 

Figure 8: Evolution of Rz vs machining length for spindle speed of 8000 rpm 

 

       
 

Figure 9: Profile of cutting edge radius measured from the software available 

in Keyence VHX-6000 digital microscope 
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Figure 10: Cutting edge form after machining at the length of; (a) 15 cm, and 
(b) 300 cm with feed speed of 500 mm/min and spindle speed of 8000 rpm 

 

 
 

Figure 11: Evolution of Rz vs machining length for spindle speed of 10000 
rpm 

 

 

Conclusion 
 

Experimental method was applied in this study to investigate the influence of 
machining parameters and tool wear on the quality of the machined surface 

when dry milling of CFRP composite plates. The quality of the machined 

surface was evaluated quantitatively using the surface roughness criterion. 
The conclusions about the research results of this study are summarized by 

the main results as follows: 

i. The results of qualitative assessment of the surface quality of CFRP 
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composite panels were shown through SEM observations. Machining 

defects are found to be dependent on cutting conditions when cutting 
length is small. However, when the cutting length increases, wear 

significantly influenced the formation of machining defects (observed 

through SEM), especially when machining with a small feed speed.  
ii. The surface roughness measurement results accurately reflected the 

machining quality when correctly describing the evolutions in the 

occurrence of machining defects observed by SEM. That is, when the 
machining length increased, the machining with a small feed speed, due 

to the large contact between the cutting tool and the workpiece, 

increases the friction and cutting heat, leading to the rapid wear of the 
cutting edge.  

iii. The machining length, characterized by the increase of the cutting-edge 

radius, had a great influence on the quality of the machined surface. 
Machining with a large feed speed, due to the small contact length, 

resulted in slower increase in the wear rate of the cutting edge, leading 

to little change in the quality of the machined surface in terms of 
evaluation. Meanwhile, machining with a small feed speed increases the 

contact length between the cutting edge and the workpiece, causing 

friction and heat to increase, leading to a rapid increase in the tip radius. 
As a result, the surface roughness increases rapidly by 203.1% and 

360.3%, respectively when machining at the spindle rotation speed of 

8000 rpm and 10000 rpm. 
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ABSTRACT 

In this study, a dynamic model of the operating equipment and the hydraulic 

drive system of the remote-controlled explosive disposal machine were built to 

ensure both kinetic accuracy of digging path and the effective cutting angle. 
The Ruppel's control approach was applied to study the dynamics of the whole 

system and the influence of the arm-controlled signal, the soil digging 

resistance on the digging control process. In addition, a simulation model of 
the entire system is also performed to deeply understand the dynamic 

behaviour. 

Keywords: Remote Controlled Explosive Disposal Machine; Hydraulic 

System; Digging Depth Control; EDM 

Introduction 

In the post-war period, all types of unexploded remnants such as bombs, mines 
and other explosive ordnances are very dangerous for the human life and 

society. For each war-damaged country, many national action programs have 

launched to deal with the consequences of bombs/mines and explosive 
ordnances. There are many types of explosive ordnances originating from 

many countries, located at different depths and terrain. The application of the 
remote-controlled explosive disposal machine (EDM) to clean the landmine 

contamination is an essential need for every country. This EDM has been 



Dat Duy Nguyen et al. 

372 

developed by some military manufacturers from developed countries (Figure 
1). They were equipped with intelligent and multi-functions to serve complex 

operations of the bomb/mine excavation process. Although EDMs have been 

commercialized, there are still many challenges that need in-depth research. In 
the excavation process, the control operations of drivers are required to avoid 

any collisions with bombs/mines located under the deep ground. It is extremely 

difficult to take advantage of the operators’ perception (remote control) while 
they are working in conditions of mental stress. The influence factors such as 

vibration and acceleration should be eliminated in the control process. In most 

cases, the operator does not know clearly about the position of the bucket teeth. 
Therefore, it is necessary to build a control system to track and follow the 

excavation process to maintain the set digging trajectory in the most accurate 

way. In the civil construction, this idea has been applied with intelligent 
excavators manufactured by companies such as Komatsu, Hitachi and 

Caterpillar [1], [2] using in digging canals, foundations or excavation of 

construction sites. To apply this idea to bomb/mine clearance, dynamic 
analysis and control approach of EDM require redesigning and recalculating 

for the complex operations. In addition, the commercial excavators which 

identify the digging depth by GPS system is extremely expensive and cannot 
be used in special sites. Thus, the EDM using in bomb/mine clearance must be 

integrated with the depth control system to position the digging depth. To build 

this system, it is necessary to study other methods, kinematics and dynamics 
of the entire mechanical, electro-hydraulic control system. 

Figure 1: The EDM model 

For controlling the depth of excavation, Sukharev et al. [3] introduced 
an automation control system for working process of a hydraulic single-bucket 

excavator. The author used the excavation parameters such as digging depth, 

length and digging direction. The working process of the excavator requires 
the coordination of three operations with high precision which requires a 
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minicomputer processor attached to the machine. This is exceedingly difficult 
to do by human control. Haga et al. [4] designed a control system by 

calculating the position of the bucket tooth head, the speed and movement 

direction of the bucket. The digging depth is preset from the controller. The 
author used three sensors for the displacement of bucket cylinder, a lifting 

angle of the bucket arm, and the base machine tilt. In this method, the bucket 

position is relatively fixed to the bucket arm, the movement of the bucket is 
done by the operator and the lifting and lowering operation is controlled 

automatically according to the speed of the bucket arm movement. As a result, 

soil shear angle of the bucket is constantly changing which is difficult to obtain 
an optimal shear angle. Ruppel et al. [5] presented a control method to ensure 

excavation process according to a given depth. The author uses four angle-

sensors or three-cylinder displacement-sensors and one angle-sensor. These 
sensors are arranged for determining: the inclination of the base vehicle; the 

angle between the base vehicle and the boom; the angle between the boom and 

the arm, and the angle between the arm and the bucket. In this method, only 
the operation of the bucket arm is controlled by the operator while the lifting 

and lowering operation of the boom, the forward and backward operation of 

the bucket are automatically controlled by the computer to maintain both the 
optimal cutting angle and digging depth. This method is the most effective for 

operations of bomb/mine clearance. For controlling the excavation process of 

single- bucket hydraulic excavator, most authors focused on automatic control 
process and control algorithms of excavators during excavation [6]-[8]. Some 

authors studied the real-time visualization, monitoring of excavation 

trajectory, and a 3D information display system [9]-[12]. 
For analysing the excavator behaviours in the kinematics and dynamics 

aspects, the authors focused on the basic kinematic calculations of the working 

equipment [5], the precise control of the digging depth of hydraulic excavators 
[13]-[15], the orbits of points on the working equipment and a working area 

[2], [16] kinematic modelling and the control system of a hydraulic excavator 

during excavation [11], [17]. In the recent time, there has not been any study 
in both kinetic and dynamic aspects for a complete system including hydraulic 

system, working equipment, and working environment of excavation bucket.  

Based on the Ruppel’s controlling approach of excavation depth, this 
paper focuses on kinematic analysis of working structure during digging 

process. It is required to ensure both the accuracy of bomb/mine excavation 

process and optimal cutting angle of the bucket. In addition, the influence of 
the structural errors on the accuracy of the bucket tooth trajectory is also 

investigated. The established dynamic model of the hydraulic system and the 

operating devices will be used as an important part of the simulating model. A 
complete system of EDM is simulated to evaluate the kinematic and dynamic 

behaviours during the excavation process with a given digging depth by using 

LMS Amesim software. The real EDM with Ruppel’s control method is also 
manufactured which use the results from kinematic and dynamic analysis. 
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Kinematics and dynamics of digging depth control 
For this problem, dynamic analysis for the working equipment of a EDM was 

assumed as below things: 

i. The weight of arm, gripper, and boom mechanism (𝑚1, 𝑚2, and 𝑚3) is 

located at the gravity center of each component. 

ii. The deformation of the boom, gripper and arm mechanism were 
neglected because their stiffness is large enough.   

Figure 2 illustrates the calculating diagram of the boom mechanism, 

gripper and arm mechanism, where: 𝑙1 is the length from revolute joint 𝑂1 of 

the boom to the gravity center of the boom; 𝑙2 is the length from the revolute 

joint 𝑂2 of the arm to the gravity centre of the arm; 𝑙3 is the length from the 

revolute joint 𝑂3 of the gripper mechanism to the gravity center of the gripper 

mechanism. 𝐹𝑐𝑦1, 𝐹𝑐𝑦2, and 𝐹𝑐𝑦3 are the forces triggered off by the cylinders 

that drive the gripper, arm, and boom mechanism. 𝐺1 , 𝐺2, and 𝐺3 are the weight 

of the gripper, arm, and boom mechanism respectively. The force due to the 

body weight of the operating equipment is attributed to the rod head of 

hydraulic cylinder. The friction is applied for hinge joints connecting hydraulic 
cylinders and structures of the gripper, arm, and boom mechanism as well as 

in hydraulic cylinders. 

 

 
 

Figure 2: Calculation diagram of working equipment of EDM 

 
The kinematic calculating diagram of the digging depth control during 

excavation process for the remote-controlled explosive disposal machine is 

shown on Figure 3. 
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Figure 3: Calculation diagram of digging depth control 

 

where: 𝑂1𝑂2 is the boom length which is the distance between the revolute 

joints of the boom and the arm; 𝑂2𝑂3 is the arm length which is the distance 

between the revolute joints of the arm and the bucket; 𝑂3𝑂4 is the bucket length 

which is the distance from the bucket attachment to the bucket teeth; 𝑂1𝐻 is 

the working height which is the distance from the boom joint to the surface of 

the machine base; 𝑄𝑁 is a required digging depth; 𝜌 is a required cutting angle; 

𝜗 is an inclination of the excavation surface; 𝜑 is the tilt angle of machine base. 

At any point in the working cycle which depends on the angle value of 

𝛽, the control angles 𝛼 = 𝛼1 + 𝛼2 + 𝛼3, 𝛼3 = 𝜑 − 𝜗 and 𝛾 = 𝛾1 + 𝛾2 + 𝛾3  

are calculated as follows: 

 

𝛼 = 𝑎𝑟𝑐𝑠𝑖𝑛
𝑂2𝑂3 𝑠𝑖𝑛 𝛽

√𝑂1𝑂2
2 + 𝑂2𝑂3

2 − 2𝑂1𝑂2𝑂2𝑂3 𝑐𝑜𝑠 𝛽

+
𝜋

2
− 

− 𝑎𝑟𝑐𝑠𝑖𝑛

𝑂1𝐻
𝑐𝑜𝑠( 𝜑 − 𝜗)

+ 𝑄𝑁 − 𝑂3𝑂4 𝑠𝑖𝑛 𝜌

√𝑂1𝑂2
2 + 𝑂2𝑂3

2 − 2𝑂1𝑂2𝑂2𝑂3 𝑐𝑜𝑠 𝛽

+ 𝜑 − 𝜗 

 

  (1) 

𝛾 = 𝜋 − 𝛽 − 𝑎𝑟𝑐𝑠𝑖𝑛
𝑂2𝑂3 𝑠𝑖𝑛 𝛽

√𝑂1𝑂2
2 + 𝑂2𝑂3

2 − 2𝑂1𝑂2𝑂2𝑂3 𝑐𝑜𝑠 𝛽

+ 

+ 𝑎𝑟𝑐𝑠𝑖𝑛

𝑂1𝐻
𝑐𝑜𝑠( 𝜑 − 𝜗)

+ 𝑄𝑁 − 𝑂3𝑂4 𝑠𝑖𝑛 𝜌

√𝑂1𝑂2
2 + 𝑂2𝑂3

2 − 2𝑂1𝑂2𝑂2𝑂3 𝑐𝑜𝑠 𝛽

+ 𝜌 

       

(2)  
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The general driving calculation diagram for the working mechanisms is 

shown in Figure 4. The cylinder is represented by the moving mass, 𝑚𝑝𝑖.𝑖
, 

including the weight of the rod and the piston. 
The load acting on the cylinders consists of two components: dynamic 

force which is calculated according to the referenced masses 𝑚𝑚𝑜𝑑𝑖; static 

force, Fst, is determined by the weight of the working mechanism. The 

transformation from the displacement value of the cylinder to the extrapolated 

coordinates is determined by the transmission ratio of the mechanisms, ixq. 
 

 
 

Figure 4: Calculation diagram of working cylinder 
 

Based on the calculation diagram of the working cylinder, the system 

of equations representing the dynamics of the operating cylinder is as below: 
 

𝐹𝑐𝑦.𝑖𝑝𝑐𝑦.𝑖 − 𝑘𝑓𝑟𝑖−𝑐𝑦

𝑑𝑠𝑖

𝑑𝑡
− 𝑃𝐿𝑖 = (𝑚𝑚𝑜𝑑. 𝑖 + 𝑚𝑝𝑖.𝑖)

𝑑2𝑠𝑖

𝑑𝑡2
 (3) 

 

where: 𝐹𝑖  is the force generated by the working cylinders when the 

mechanisms were rotated; 𝑃𝐿𝑖
 is the force produced by the external loads acting 

on mechanisms referring to  the working cylinder; 𝑚𝑚𝑜𝑑𝑖
 is the mass referring 

to the working cylinders; 𝑘𝑖 is the number of working cylinders driving each 

mechanism. 

The inertia moment, 𝐽𝑚𝑜𝑑𝑖
 is determined as a function which depends 

on the displacement of the rod 𝑥𝑝𝑖.𝑖
, the excavation resistance of the soil, and 

the weight of the structures during the excavation. The inertia moments of the 

excavation-gripper mechanism with respect to rotating axes of 𝑂3 , 𝑂2 , and 𝑂1 

are: 

 

𝐽3 = 𝑚3(𝑙𝑂3𝐷3
𝑐𝑜𝑠𝑞3)2 

 

(4) 
 

𝐽2 = 𝑚2(
𝑙𝑂2𝑂3

2
𝑐𝑜𝑠𝑞2)2 + 𝑚3(𝑙𝑂2𝑂3

𝑐𝑜𝑠𝑞2 + 𝑙𝑂3𝐷3
𝑐𝑜𝑠𝑞3)2 

 

(5) 

𝐽1 = 𝑚1(𝑙𝑂1𝐷1
𝑐𝑜𝑠𝑞1)2 + 𝑚2(𝑙𝑂1𝑂2

𝑐𝑜𝑠( 𝑞1 − 𝜏1) +
1

2
𝑙𝑂2𝑂3

𝑐𝑜𝑠𝑞2)2 + 

+𝑚3. (𝑙𝑂1𝑂2
. 𝑐𝑜𝑠( 𝑞1 − 𝜏1) +

1

2
𝑙𝑂2𝑂3

. 𝑐𝑜𝑠𝑞2 + 𝑙𝑂3𝐷3
. 𝑐𝑜𝑠 𝑞3)2 

(6) 
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The modified weights of the excavation-gripper, boom, and arm 
mechanism referred to the driving cylinders are calculated as follows: 

 

𝑚𝑚𝑜𝑑 1 = 𝐽1
1

(𝑙𝑂1𝐴3 𝑐𝑜𝑠 𝛾2)2; 𝑚𝑚𝑜𝑑 2 = 𝐽2
1

(𝑙𝑂2𝐵2 𝑐𝑜𝑠 𝛾3)2;  

𝑚𝑚𝑜𝑑3 = 𝐽3

1

(𝑙𝐶2𝐶3
. 𝑐𝑜𝑠 𝛾3)2

 
(7) 

 
To determine the static load, Dombrovsky method is used [18], this load 

is applied to the working cylinders due to the mass of the working structures 

and the excavation resistance of the soil. The load acting on the cylinder 
driving the excavation-gripper mechanism is determined by the formula 

below: 

 

𝑃𝐿3
=

𝑚3𝑔𝑙𝑂3𝐷3
𝑐𝑜𝑠𝑞3 + 𝑃1𝑙𝑂3𝑂4

𝑐𝑜𝑠( 𝑞3 + 𝛽5) − 𝑃2𝑙𝑂3𝑂4
𝑠𝑖𝑛( 𝑞3 + 𝛽5)

𝑙𝑂3𝐶2
𝑠𝑖𝑛( 𝛽1 + 𝛽2 − 𝜌2)

 (8) 

 

The tangential component of the excavation resistance is determined by the 

formula below [18]: 
 

𝑃1 = 𝐹. 𝑘 (9) 

 

where: 𝐹 = 𝑏. 𝑐 is the cross-section area of the soil chip; 𝑘 is the digging 

resistance coefficient of the soil; 𝑏 is the bucket width; and 𝑐 is the thickness 

of the soil chip. The normal component of the excavation resistance is 
determined as follows: 

 

𝑃2 = (0,1. . .0,2)𝑃1 

 
When excavating with the manual method, the static moment with 

respect to the rotation axis passed through the point 𝑂2. The load acting on the 

cylinder driving the excavation-gripper mechanism is determined by the 

formulas below: 

 

𝑃𝐿2
=

1

𝑙𝑂2𝐵2
𝑐𝑜𝑠( 𝛾2)

(
1

2
𝑚2 𝑔 𝑙𝑂2𝑂3

𝑐𝑜𝑠( 𝑞2) + 𝑚3𝑔(𝑙𝑂3𝐷3
𝑐𝑜𝑠( 𝑞3)

+ 𝑙𝑂2𝑂3
𝑐𝑜𝑠( 𝑞2)) + 

𝑃1(𝑙𝑂2𝑂3
𝑐𝑜𝑠( 𝑞2) + 𝑙𝑂3𝑂4

𝑐𝑜𝑠( 𝑞3 + 𝛽5)) − 𝑃2(𝑙𝑂2𝑂3
𝑠𝑖𝑛( 𝑞2)

+ 𝑙𝑂3𝑂4
𝑠𝑖𝑛( 𝑞3))) 

(10) 
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𝑃𝐿1
=

1

𝑙𝑂1𝐴3
𝑐𝑜𝑠( 𝛾2)

(𝑚1𝑔𝑙𝑂1𝐴5
𝑐𝑜𝑠( 𝑞1

∗)

+ 𝑚2𝑔(𝑙𝑂1𝑂2
𝑐𝑜𝑠( 𝑞1

∗ − 𝜏1) + 

+
1

2
𝑙𝑂2𝑂3

𝑐𝑜𝑠( 𝑞2)) + 𝑚3𝑔(𝑙𝑂1𝑂2
𝑐𝑜𝑠( 𝑞1

∗ − 𝜏1) + 𝑙𝑂2𝑂3
𝑐𝑜𝑠( 𝑞2)

+ 𝑙𝑂3𝐷16
𝑐𝑜𝑠( 𝑞3))) 

 

(11) 

The kinematic and dynamic analyses of each component in the EDM 

were presented in the previous studies [19]-[21]. Consequently, a complete 
kinematic and dynamic behaviours for entire hydraulic system to drive the 

working equipment were integrated for ensuring both dynamic accurate of 

digging path and the effective cutting angle at the same time. A diagram of 
dynamic calculation for each element (main pump, main valve, and EPPR 

valve) and a dynamic calculation diagram of the entire hydraulic system are 

shown [19]. In this diagram, the displacements 𝑠1 , 𝑠2, and 𝑠3 of the cylinders 

are converted into feedback signals to reduce the valve of the electric 

proportional pressure. 
 

The influence of operation factors on the accuracy of digging 
depth.  
 

Initial setup for dynamic simulation 
The integrated dynamic behaviors of the complete system during the 
excavation established in the above part were utilized for evaluating the 

dynamic behaviors in the excavation process by using LMS Amesim software 

[22]-[24]. Elements in the main hydraulic system, control hydraulic system 
and working equipment are designed from the LMS Amesim libraries as 

shown in Figure 5 and Figure 6. 

 

 
 

Figure 5: Simulation of the main pump with control LS-PC  
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Figure 6: Simulation of the main valve and the working equipment 
 

The input data for simulating the dynamic excavation process of EDM, 

the initial parameters were given as below:  

i. The base machine stands on a horizontal plane, the digging angle 𝜑 = 0° 

and inclination angle 𝜗 = 5°;  

ii. The pumps in the hydraulic driving system are hydraulic pump HPV 95 

which has maximum operating pressure 𝑝𝑚𝑎𝑥 = 350 bar, the specific 

flow of 95 cc/rev; the diameter of PC and LS valves is 10 mm with a NO 
mode;  

iii. The control pump uses mechanical feedback control is gear pump which 

has the specific flow of 36 cc/rev and maximum operating pressure at 30 
bar;  
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iv. Main valve has a spool diameter of 25 mm and electric proportional 
reducing valve has a main spool diameter of 10 mm, maximum operating 

pressure at 50 bar and electrical control signal 𝑖𝑚𝑎𝑥 = 800 mA. 

The operating cylinder has operating parameters such as: cylinder 

diameters of D1=105 mm, D2=115 mm, D3=95 mm; rod diameter d1=70 mm, 

d2=75 mm, d3=65 mm; cylinder strokes of l1=990 mm, l2=1175 mm, l3=885 
mm. Parameters of parts of operating equipment has: O1O2=3.992 m, 

O2O3=2.214 m, O3O4=1.457 m, m1=936 kg, m2=410 kg, m3=50 kg.   

 
 

Simulating Results and Discussion 
 
The simulated results with The Ruppel's control approach for the complete 

hydraulic system are shown on Figures 7-10. The control approach must 

satisfy both the accurate dynamic behavior (digging path) and the optimal 
cutting angle during bomb/mine excavation process. The study of the 

excavation process is carried out in two cases:  
i. Studying the influence the control delay of the electric joystick (the 

degree of  quick/slow open when controlling the joystick) on the accuracy 

of digging depth, assumed in the case of no excavation resistance of the 

soil; 
ii. Studying the influence the soil excavation resistance on the accuracy of 

digging depth for each soil layer.  

The first case as shown in Figure 7, the period from 0 to 5 seconds is 
the control signal to move the bucket teeth into the starting position of digging 

operation by lowering the boom; keeping the position relative to the lifting arm 

of  bucket hand and bucket. It is understood that current of 400 mA is supplied 
from the electric control hand to the pressure relief valve to control the lifting 

and lowering cylinder and the current of 680 mA and 560 mA are also supplied 

from the electric control hand to the proportional pressure relief valve to 
control the bucket arm and the bucket is remained the same the position. Then 

the absolute angular displacements (q1, q2, and q3) of all three mechanisms of 

boom, arm and bucket change accordingly (Figure 8). 
This control process results in moving the excavator bucket from the 

elevation of the coordinates (4.7 m; -0.4 m) to the starting position of the 

digging operation at the coordinates (3.78 m; -2.88 m) corresponding to the 
segment of AB (Figure 9), the excavation process is started from point B as 

above cases. 

From the time of 5 seconds, the excavation process is operated 
according to the method and the kinematic relationships with the control delay 

of 1 second as shown on Figure 7. It is understood that the control signal from 

the electric control hand supplied a current from from 680 mA to 900 mA 
during 1 second to the EPPR valve to control the bucket arm. Then, to ensure 

the digging depth with the given surface inclination, the control signal is 
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supplied to the proportional piezoelectric relief valve to control the boom and 
the bucket changes respectively from 400 mA to 430 mA and from 560 mA to 

390 mA with a corresponding delay of 1 second. Thus,  Figure 8 showed that 

three driving cylinders operate with the same delay of 4 s to achieve the 
required value of rotation angle (q1, q2, and q3) corresponding to BC segment 

of the bucket tooth displacement in the working plane (Figure 9). 

 

 
 

Figure 7: Control signal of the boom, arm, and bucket 

 

 
 

Figure 8: Angular positions of the boom, arm, and bucket 
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Figure 9: A orbit of bucket teeth in the working plane with different control 

delays 

 
At the same time, according to this graph (Figure 9), it is found when 

changing the control signal from the electric control hand supplying to the 

proportional piezoelectric relief valve to control the bucket at different levels 
of delay (0.1-0.5 seconds; etc.) does not affect the displacement trajectory of 

the bucket teeth in the working plane (coreponding to the segments of AB and 

BC). It means that digging depth for each soil layer (segments of BC) 
completely coincides. At the same time, with an inclination angle of the 

digging surface of 50o, the error of the excavation depth for each soil layer is 

small which is in the range of ±5 cm in accordance with the standard 
SNiPom4.02-91. 

The bucket control process with different digging resistance is shown 

in Figure 10. While the digging resistance is below 2500 N, the position of the 
bucket teeth follows the required trajectory with the allowable error according 

to SNiPom4.02-91 standard. However, while the digging resistance value is 

above 2500 N, the position of bucket teeth follows the different trajectories 
with the larger digging error (over ±10 cm), which does not meet the initial 

requirements. The EDM used for practical experiments is shown in Figure 11. 
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Figure 10: The orbit of the bucket teeth in the working plane at different 

digging resistances 

 

 
 

Figure 11: The EDM using for practical experiments 

 
 

Conclusion 
 
The kinematic analysis for the control of digging depth by using the Ruppel’s 

approach was presented in this study. In addition, a dynamic analysis for the 

entire system of the EDM including both the operating equipment system and 
the hydraulic driving system occurring the digging control process was also 

performed. This complete dynamic model is simulated on LMS Amesim 

environment to deeply understand the dynamic behaviour and the influence of 
the arm control signal, the digging resistance of the soil in the digging control 

process. It showed that the control of digging process has two main external 

influences including the operator’s control and excavation resistance. The 
delay level of operator’s control does not affect the accuracy of the digging 

depth, while the excavation resistance has a significant influence. Therefore, 
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in practice to ensure the accuracy of the excavation process, it is necessary to 
dig each thin layer of soil so that the digging resistance is not too great. 

According to the calculation with a value of 2500 N, the digging resistance 

will correspond to each chip thickness: for first class soil - 10 cm, for second 
class soil - 7 cm, for third class soil - 4 cm, for forth class soil - 2.5 cm. For 

hard soils, it is very difficult to ensure the accuracy of the digging depth; 

therefore, the soil needs to be softened before digging. 
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ABSTRACT 

The issue of metal fatigue emerged as one of the major issues in a variety of 

engineering designs, and the design engineers were forced to take metals' 
fatigue resistance into account. In this paper, multiple quenching mediums 

and varied heat treatments were utilized to examine the effects of various 

heat treatments on the development of fatigue cracking in steel. The model 
that was carburized, quenched in distilled water and tempered before being 

quenched once more in distilled water and tempered a second time had the 

best outcomes, the fewest cycles needed to cause the model to fail, and a 
correlation between the rate of fatigue crack propagation and the length of 

the crack, according to the results. Additionally, the analytical findings 

demonstrated that this model, as opposed to models with fixed stress intensity 
factors, has a fatigue crack growth rate. The model that was carburized, 

quenched in coolant, then tempered and quenched again without performing 

the tempered appearance failed very rapidly. The high rate of the stress 
intensity factor with fatigue crack propagation is shown by the data analysis. 

The results show a reduction in the growth amount tendency of fatigue crack 

in the linear region mode-III.  

Keywords: Tensile Strength; Fatigue; Heat Treatment; Grain Structure; 

Quenching; Tempering, Carburized 
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Introduction 
 

Engineering machinery and installations must fulfill the following three main 

requirements: to perform the required work, and function intended, have an 
appropriate and acceptable life service, and be able to perform production at 

reasonable costs. Appropriate operating period is taken into account in 

approximate ways at the design mode for parts subjected to repeated loads 
because most of the design engineers are not sufficiently familiar with the art 

of operation with time. Its parts after an inappropriate period of operation. 

The occurrence of this collapse is frequent with fatigue, so its importance 
increases with machines whose performance requires the presence of the 

property of light weight of the metal and thus the occurrence of high stresses 

in the metal during operation, and aircraft is one of the clear examples of this 
where light weight is of paramount importance.  

Metal fatigue has received great attention to obtain adequate safety for 

machinery and engineering facilities, especially those whose collapse causes 
loss of life, as in the issues of aircraft parts design, where strict rules were 

imposed in the design so that those parts would have an appropriate 

resistance to fatigue. The main principles and comparisons are made based 
on experience to determine the acceptable fatigue resistance, as it is taken 

into account when designing that when a crack occurs, it does not have a 

destructive influence, and these rules determine the duration of operation of 
those different parts. In [1], they investigated the crack associated with 

macro-pitting in the gearbox bearing. They used the technique of accelerated 

bench top test to find the difference in performance between hardened AISI 
52100 steel and carburized AISI 3310 steel. They found that the time of the 

appearance of pitting in the surface in AISI 3310 steel is twice that of 

hardened AISI 52100 steel . 
Using the finite element method, the depth of the carburized case of 

SAE 8620 steel gears was predicted [2]. The martensitic growth in grain 

inside the carburized case, and by simulation, check the influence of 
carburizing and different adherent austenite contents on the large fatigue 

action of SAE 8620 steel catalytic gears. The model used shows that the 

depth of the case increases with growing heat treatment temperature and 
time. A large number of studies have shown that surface carburizing 

treatment can significantly improve the fatigue performance of steel [3]-[4]. 

Heat treatment techniques have been studied on stress in gears, as well as 
different cooling media and a mathematical and experimental model has been 

proposed [5]. The bending stress on carbon steel was studied and compared 

with the carbonization of conventional gas, and they concluded that the gas-
carburized models have less resistance to all of the traditional gas-carburized 

models [6]. In this study [7], the relationship between the modality of how 

different cracks propagated and the microstructure of steel was studied. They 
found that decreasing the induction heat temperature from (1043-1143 K) 
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increases the crack propagation resistance by 30 %. In [8], they investigated 
numerically and experimentally carburized AISI 8620 steels. They found that 

the results gated by numerical agreement with that got experimentally. While 

in [9], a mathematical model (elastic-plastic) was created using the finite 
element method, and this model relies on tests with the presence of a first slit 

to study the growth of fatigue cracking. The results showed that the hardness 

difference is linear from the outer surface of the model to the inside in the 
core of the model. In [10], the microstructure was studied on the growth of 

fatigue cracking of the carbonized models, and the results showed that the 

samples with a microstructure containing martensitic have better resistance to 
the growth of fatigue crack progression than those samples containing in the 

microstructure ferrite. Authors in [11] combined the scanning electron 

microscope images and Photoshop software, then the conversion rate 
between pixels and actual length of scale were calculated, after that the 

cracks parameters were known by pixel. A research in  [12] provided a 

unified technique to evaluate changes in the amplitude of the microplasticity 
strain and intrinsic thermal dissipation for ASE 1045 steel. They discovered 

that the outcomes of this strategy are in excellent accord with those of the 

conventional method . In [13], they studied fatigue in the rolling contact 
performance of carburized steel and high-carbon steel, with the same volume 

fraction. The nanostructure Bainitic microstructures were obtained from the 

two alloy steels. They discovered that the carburized nanostructured bainitic 
steel's rolling contact fatigue life outperforms that of high-carbon steel. Then 

in [14], they studied the effect of adhesive austenite on rolling contact stress 

using stiffness tests, X-ray diffraction, scanning electron microscopy, and 
transmission electron microscopy. The rolling contact stress shows that the 

subsurface fragment life begins to increase as the adhesive austenite 

increases. The crack propagation rate of the carbon steel layer was evaluated 
according to SAE 4320, and it was found that as the carbon content 

decreased, the resistance to stress crack growth increased [15]. In [16], they 

used finite element modeling to find the influence of carbon allocation on 
residual stress in gears, then proposed a method to design the minimum case 

depth to obtain the lowest residual stresses. In [17], carburizing vacuum 

quenching and high-pressure gas were used for hollow rotational stress 
samples made with AISI 9310. The non-equilibrium shape has been shown to 

have little influence on the residual stress after quench solidification. While 

[18] used finite elements to thoroughly study the low-carbon steel 
carburization process. In [19], two allocation methods were used based on 

the prediction of crack characteristic size of Cr-Ni carbon steel alloy. The 

first is the generalized maximum and the second is the generalized Pareto 
allocation. The results show that the generalized maximum allocation can 

predict fatigue strength better than the generalized Pareto distribution 

allocation. In [20], a mathematical model was made to simulate a sliding 
gear, which is a hole for lubrication, and two models were used in that, and 
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the results showed that the samples with lead holes are more efficient in 
resisting fatigue cracking in the presence of contact stress. [21] This study 

focused on how austenitic grain size affected the onset and advancement of 

fatigue cracking for carbon steel's mode-II, and the results showed that the 
high leveling and finishing processes with the size of austenite grains led to 

an increase in the resistance to initiation and progression of fatigue cracking 

in the mode - II. Dynamic recrystallization was used to refine the grain size, 
as stated in [22]. The sliding dry wear behavior of martensite steel under 

various friction circumstances was taken into consideration by the authors of 

[23]-[24]. After being quenched and tempered twice, the microstructures and 
mechanical characteristics of steels with various carbon contents were 

examined [25]-[27]. The primary cause of this effect is the deformation of 

the original microstructures, which had an impact on how the microstructure 
changed during quenching and tempering [29]-[30]. This deformation led to 

the austenite grains becoming more refined and the carbides dissolving more 

quickly during the subsequent austenitization step [28]. With increasing 
initial hot rolling reduction, the results indicate an increase in Vickers 

hardness but a sizable drop in friction coefficient and wear rate [31]. 

In this article, different heat treatments, such as model quenching in 
different media, tempering, and repeated numerous times after carburizing on 

the models, are used to study the fatigue cracking propagation behavior of 

medium carbon steels. Selecting the most effective cooling method for usage 
following the quenching procedure and the kind of heat treatment. 

Additionally, specialized software will be employed to create equations that 

anticipate growth, development, and collapse under the impact of fatigue 
stresses. 

 

 

Materials and Experimental Procedure 
 

Materials 
According to the German Standard, the medium carbon steel employed in 

this study is used in industry for a variety of purposes (DIN). A spectrometer 

was used to do a chemical analysis of the composition of medium carbon 
steels. Table 1 provides information on the metal used in the document's 

actual and typical chemical compositions. 

 
Table 1: Results of chemical analysis for the metal used 

 

Wt., % C Si Mn P S Mo Cu Fe 
Standard 

value 

0.42 - 

0.5 

0.15 - 

0.35 

0.5 - 

0.8 
≤ 0.035 ≤ 0.035 ----- ----- Rem 

Actual 

value 
0.482 0.221 0.562 0.011 0.033 0.0788 0.0154 98.596 
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Carburization  
After the extension of carburizing atoms to the surface of steel components, 

quenching and tempering at low temperatures is known as carburizing. The 

corrosion resistance, toughness, hardness, and other steel qualities can all be 
significantly enhanced through the carburizing process. After processing, the 

parts have a low-carbon martensite core that is strong and durable enough, 

and a hard, wear-resistant martensite surface with a small amount of soft 
carbide structure. We refer to steel that has been carbureted as having been 

carbureted. In this study, cylindrical carbon steel wear test samples were 

treated to a four-hour soaking time at 950 °C in a powder combination made 
up of 75% charcoal and 25% barium carbonate using pack carburizing 

techniques (BaCO3). After the carburization procedure, the wear testing 

samples were split into three groups (A, B, and C) for heat treatment. 
 
Heat treatments 
The carburized steel specimens were split into three groups (A, B, and C) 
after heat treatment processes: 

i. Group (A): All carburized steel samples were cooled to room 

temperature using a range of quenching media including solutions 
(distilled water, milk, motor oil, shampoo, water, sugar, cooling fluid, 

and food oil) after soaking for 20 minutes at a temperature of 780 °C. 

The samples were then heated for 20 minutes at 230 °C. 
ii. Group (B): Each piece of carburized steel was quenched in a different 

quenching fluid (distilled water, milk, motor oil, shampoo, water and 

sugar, cooling fluid, and food oil), after soaking for 20 minutes at 780 
°C. Then, to temper the samples, they were all heated to 230 °C for 20 

minutes. All previously quenched steel samples were once again 

quenched at 770 °C in distilled water. 
iii. Group (C): All carburized steel samples were quenched in various 

quenching fluids (distilled water, milk, motor oil, shampoo, water and 

sugar, cooling fluid, and food oil), after soaking for 20 minutes at 780 
°C. The samples were then heated to 230 °C and allowed to soak for 20 

minutes. All previously quenched steel samples were then quenched a 

second time at 770 °C using distilled water as the quenching medium. 
Following that, each of the earlier steel samples was heated to (250 °C) 

for a twenty-minute soaking time. 

 
Manufacture of fatigue test samples 
The model's dimensions were as shown in Figure 1, and circular-section 

samples were employed with an initial incision that was 0.5 mm wide and 0.2 
mm deep. The samples' ends were flattened at 90 ℃ to one another after 

being produced to the desired dimensions. To guarantee that the models' 

perimeters have an identical dimensional incision as shown in Figure 1. All 
samples that were used had their slit depth and sample diameter measured 
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using a coordinate measuring device. The stress ratio for all tests will be zero 
(R=0).  

 

 
 

Figure 1: The machine and the dimensions of the model used in the test 

 
Characterization of specimens from fatigue tests 
To analyze the behavior of cracking propagation of the entire after executing 

various heat treatments, a 22 model of low-carbon steel was chosen 

(carburizing, quenching in different media, and tempering). They are 
categorized in Table 2.  

 

Table 2: Classification of medium carbon steel samples used in fatigue tests 
 

No. Type of heat treatment 

Group symbol 

- (A) 

(carbonation – 

quenching in 

different 

media, 

tempering) 

Group symbol - (B) 

(carbonation – 

quenching in 

different media, 

tempering- 

quenching in 

distilled water) 

Group symbol - (C) 

(carbonation – 

quenching in 

different media, 

tempering - 

quenching in 

distilled water, 

tempering) 

1 At, receive AS (As Received) 

2 
Carbonation and 

quenching in shampoo 
A 1 B 1 C 1 

3 
Carbonation and 

quenching in water & 

sugar 

A 2 B 2 C 2 

4 
Carbonation and 

quenching in milk 
A 3 B 3 C 3 

5 
Carbonation and 

quenching in food oil 
A 4 B 4 C 4 

6 
Carbonation and 

quenching in motor oil 
A 5 B 5 C 5 

7 
Carbonation and 

quenching in cooling 

liquid 

A 6 B 6 C 6 

8 
Carbonation and 

quenching in distilled 

water 

A 7 B 7 C 7 
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Results and Discussion 
 

Microstructure 
The produced structures were studied using a Leica DM 2500 M microscope 
both before and after heat treatment.  

 

Group A: (carbonation and quenching, tempering)  
The microstructure of the first group samples (group A) is shown in Figure 2. 

These samples were quenched at 770 °C with a range of quenching solutions 

(distilled water, milk, motor oil, shampoo, water, sugar, cooling fluid, and 
food oil), before being tempered at 230 °C. 

 

 

 

 

 
 

Figure 2: The microstructure of group a steel samples: carbonation – 

quenching, tempering 



M. K. Najem , J. N. Sultan, E. T. Karash , A. M. Ali, H. A. Ibrhim 

394 

Group - B: (carbonation and quenching, tempering and quenching)  
Figure 3 depicts the microstructure of the samples from the second group 

(group B). Carburized steel samples were quenched at 770 °C with a variety 

of quenching liquids (distilled water, milk, motor oil, shampoo, water, sugar, 
cooling fluid, and food oil), then heated to 230 °C temperature and quenched 

again at 770 °C using distilled water as a quenching liquid. 

 

 

 

 
 

Figure 3: The microstructure of group (B) steel samples: carbonation – 

quenching, tempering- quenching 
 

Group C: (carbonation, quenching, tempering and quenching, 
tempering)  
Figure 4 depicts the microstructure of the samples from the third group 

(group C). In this group, several quenching liquids, such as food oil, milk, 

shampoo, motor oil, water with sugar, and cooling liquid, were used to 
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quench the carburized steel samples. They were then quenched once again 
with distilled water after being tempered at 230 ℃. They underwent a second 

250 °C tempering procedure after that.  

 

 

 

 

 
 

Figure 4: The microstructure of group (C) steel samples: carbonation – 

quenching, tempering - quenching, tempering 
 

Figures 5-16 analyze the fatigue test results when a load of 171.073 

MPa is applied to all samples that have undergone various heat treatments 
(distilled water, milk, motor oil, shampoo, water, sugar, cooling fluid, and 

food oil). 
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Schemes the length of the cycle number with the length of the 
crack  
Figures 5-8 compare the findings for the three groups that were tested in 

terms of the association between the number of cycles and the crack length 
(A, B, and C). The cycle number and the crack duration for each model used 

in the test and in comparison to the original model are contrasted in Figure 5. 

 

 
 

Figure 5: Appears group –A: the original specimen is compared to stress 

crack propagation curves 
 

 
 

Figure 6: Appears group – B: The original specimen is compared to stress 
crack propagation curves 
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Figure 7: Appears group – C: The original specimen is compared to stress 

crack propagation curves 

 

 
 

Figure 8: Appears all-groups: The original specimen is compared to stress 

crack propagation curves 
 

Conclusion of the crack growth rate of fatigue  
The crack growth rate (da/dN), and values of the fatigue were calculated 
using a finite difference (Newton forward difference, central finite difference, 

and Newton backward finite difference) method by entering all the values 

obtained from the various checks for the growth of the fatigue crack 
progression. For each of the analyzed models, Figures 9-12 display the 
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results of constructing those curves as well as the relationships between crack 
length (a) and crack development rate (da/dN). 

 

 
 

Figure 9: Shows the relation between fatigue crack growth rate and crack 

length for group A 

 

 
 

Figure 10: Demonstrates the connection between the length of group-B 

cracks and the rate of fatigue crack propagation. 
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Figure 11: Demonstrates the connection between the length of the group-C 

crack and the rate of fatigue crack propagation 

 

 
 

Figure 12: Demonstrates the connection between the length of cracks and the 

rate of fatigue crack propagation for all models 
 

Measurement of fatigue crack propagation 
For the models that had various heat treatments, 22 tests were conducted to 
ascertain the evolution of fatigue cracking with a first crack that had a depth 

of (0.2 mm), an extension of the fissure in a plane inclined at an angle of 45°, 

and the formation of a crack in the factory's roof. The evolution of fatigue 
cracking was measured using the direct current voltage drop method. By 
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referring to Figure 13 and using Equation (1), (2) and (3), the stress intensity 

factor (∆𝐾𝐼𝐼𝐼) was calculated [32]. 

 

 
 

Figure 13: The model of fatigue crack propagation 

 

∆𝐾𝐼𝐼𝐼 =  𝜏𝑁 . √𝜋𝑎 .𝐹(𝑠). sin 𝛾                                                            (1) 
 

where, 

 

𝜏𝑁 =
2 𝑇

𝜋 𝑎3
;                                                                                                      (2) 

 

𝐹(𝑠) = √(2 − 𝑠). (2 − 2𝑠&𝑠2)                                                         (3) 

 

a= Crack length, R= Radius with slit of the specimen, T= Torque     
τN= Net section shear stress 

 

These criteria are given by Benthem and Koiter [33], and with 

accuracy is better than one percent, according to its exact method Asymptotic 

Approximation. A torque of 𝑇=175 Kg.cm=17167.5 N.mm was used and a 

first slit of 𝑎=0.2 mm was used, and the diameter of the shaft was d=8 mm. 

Figures 14-17 show the relation between the stress intensity factor (∆𝐾𝐼𝐼𝐼) 

and the fatigue cracking growth rate (da/dN) in the linear region mode - II, 

which is consistent with the Paris equation, and the mode – III which leads to 
the failure of the model, where the increased rate of fatigue cracking is fast in 

this area. 
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Figure 13:  Relationship between the fatigue cracks growth rate (da/dN) and 

the factor of the stress concentration (KIII), at the linear region where the 

fatigue crack first appears, grows, and where the model breaks down for 
group-A 

 

 
 

Figure 14:   Relationship between the fatigue cracks growth rate (da/dN) and 

the factor of the stress concentration (KIII), at the linear region where the 

fatigue crack first appears, grows, and where the model breaks down for 
group-B 
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Figure 15: Relationship between the fatigue cracks growth rate (da/dN) and 

the factor of the stress concentration (KIII), at the linear region where the 

fatigue crack first appears, grows, and where the model breaks down for 
group-C 

 

 
 

Figure 16:   Relationship between the fatigue cracks growth rate (da/dN) and 

the factor of the stress concentration (KIII), at the linear region where the 

fatigue crack first appears, grows, and where the model breaks down for all 
specimens 

 

The structure of martensitic resulting from the hardening of carbon 
steel in water hinders the growth of fatigue cracks. The fatigue limit rises as a 
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result of the interfacial barriers of the martensitic structure. The growth of 
these cracks is hindered by a larger microstructure consisting of martensite 

reviewed with a little bit of bainite, as this structure is characterized by being 

devoid of internal stresses that result from hardening, so the fatigue limit of 
the water-hardened steel increased. 

 

Deduce crack growth behavior equations 
For five models, including the original model, the best three models, and the 

worst model (AS, C7, A7, A3, and B6) to compare them, the Curve Expert 

program was used to derive the equations that describe the growth of the 
fatigue crack mode-III. Table 3 shows the values entered into the program, to 

obtain the fatigue cracks progress rate in the linear region. These equations 

are consistent with the Paris formula in the linear zone. The examination of 
those equations' findings is shown in the following Equations (4)-(8). 

 

Table 3: It shows the values used to obtain the fatigue crack growth rate 
(Mode - III) in the linear region using the program Curve Expert 

 

ΔKIII 
AS 

(as received) 
C7 A7 A3 B6 

48.45533555 4.92028E-05 4.37833E-05 4.37833E-05 4.78285E-05 0.000129795 

79.37775342 9.74173E-05 8.6687E-05 8.6687E-05 9.46962E-05 0.000256982 

107.6715142 0.000144779 0.000128832 0.000128832 0.000140735 0.000381921 

125.9996407 0.000191395 0.000170314 0.000170314 0.000186049 0.000504892 

138.8219901 0.000237341 0.000211198 0.000211198 0.000230711 0.000626094 

148.0347052 0.000282786 0.000251638 0.000251638 0.000274887 0.000745976 

154.6795392 0.000327826 0.000291717 0.000291717 0.000318669 0.00086479 

159.4244172 0.000372469 0.000331442 0.000331442 0.000362065 0.000982555 

162.7409696 0.000416726 0.000370825 0.000370825 0.000405086 0.001099305 

164.9839909 0.000460611 0.000409876 0.000409876 0.000447745 0.001215071 

166.4314112 0.000504134 0.000448605 0.000448605 0.000490053 0.001329883 

167.3058301 0.000547308 0.000487023 0.000487023 0.00053202 0.001443774 

167.7864699 0.000590143 0.000525141 0.000525141 0.000573659 0.001556771 

168.0157625 0.000632664 0.000562978 0.000562978 0.000614992 0.001668939 

168.102807 0.000674885 0.000600548 0.000600548 0.000656034 0.001780315 

171.2422576 0.000716884 0.000637951 0.000637951 0.00069685 0.001891599 

168.1288912 0.000786884 0.000677951 0.000686884 0.000756884 0.001999654 

 
𝑑𝑎

𝑑𝑁
= 2.245 ∗ 10−6 ∆𝐾2.251 − 7.541 ∗ 10−5 ,   for model (AS)             (4) 

 
𝑑𝑎

𝑑𝑁
= 1.997 ∗ 10−6 ∆𝐾2.011 − 6.711 ∗ 10−5,   for model (C7)              (5) 
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𝑑𝑎

𝑑𝑁
= 1.997 ∗ 10−6 ∆𝐾2.013 − 6.711 ∗ 10−5,   for model (A7)              (6) 

 
𝑑𝑎

𝑑𝑁
= 2.182 ∗ 10−6 ∆𝐾2.125 − 7.331 ∗ 10−5,   for model (A3)              (7) 

 
𝑑𝑎

𝑑𝑁
= 5.922 ∗ 10−6 ∆𝐾5.833 − 1.999 ∗ 10−4,   for model (B6)              (8) 

 

 

Conclusions 
 

The following was discovered by comparing the results of the fatigue tests 

before and after the various heat treatments of carbonization and quenching 
in various mediums, as well as a tempering after quenching of all samples, 

and after evaluating the data in various programs: 

i. The number of cycles required for the growth of the fatigue crack in the 
two models (A7, and C7) increased by 88.66% compared to the 

required cycles number in the original model (AS), while the number of 

cycles in the model (B6), which is the worst model in the tests, was less 
by 61.94% for the number of cycles in the original model (AS). 

ii. The figures for the crack growth rate of fatigue show a noticeable 

fatigue crack growth rate increase in the worst model in the test, model 
B2, between 0-2*10-3, in comparison to the original model, whose value 

was between 0-0.69*10-3, and then the crack growth rate increase was 

in the two models (B5, and C6), where the values of the fatigue crack 
growth rate were between 0-1.88*10-3. 

iii. The logarithmic figures demonstrate the relationship between the stress 

intensity factors and the crack length growth rate in the linear region 
mode - II. The model (B6) has a much higher crack length rate than the 

original model, but the variance in the two models' crack length rates is 

relatively small (A7, and C7). The figures also depict the failure zone of 
the model in the mode III region, where the fatigue rate values of the 

crack growth and the factor of stress intensity have converged. The 

crack development rate is rapid, and the failure process is swift in the 
mode III region. 

iv. The obtained equations agree with the Paris formula for fatigue crack 

development growth and are shown by Curve Expert software with 
fatigue crack growth behavior in linear zone mode-III. Since the form 

has superior resistance to fatigue cracking, the tendency for crack 

progression in this area is reduced. 
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